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ORIGINAL RESEARCH PAPER

IDENTIFICATION AND RANKING THE AFFECTING
COMPONENTS ON EXPORT AND INVESTIGATION OF ITS
EFFECTS ON ECONOMIC GROWTH IN IRAN

Samad Karrari
Department of economics and management, Maku Branch, Islamic Azad
University, Maku, Iran

Abstract

Today, most developing and developed countries compete with each other on appropriate business market as well as
access to more markets to do exports and increase the power of this leverage for their favor in international arena.
The aim of this study is to identify and rank the effective indicators on exports and its effect on economic growth in
Iran. The research method is descriptive-survey. The reliability coefficient obtained through Cronbach's alpha was
87%, which indicates the reliability of the scale. Based on the results of analysis, 24 affecting indicators were
identified using component analysis, eight components with particularly high value including legislation, structure,
funding, finance market, security system, export strategy, competitiveness and investment. The eight components
explained totally 56/386 percent of variance of all variables. At next step, DEMATEL technique was used to determine
the most effective index and the diagram. The results of this technique determined the legislation indices as the most
effective technique. At final step the identified components on six economic activity areas using Breda technique were
studied and the results indicate that these components have the greatest impact on the field of construction activities

in the country.

JEL classification: F43

Keywords: Effective indicators, exports, economic growth, component analysis, DEMATEL techniques, legislation
1. INTRODUCTION

Iran witnessed vast changes in its economic system after the revolution, including emphasis on non-oil
exports, rapid population growth, inflation and unemployment. These environmental changes have created
opportunities and threats for Iranian manufacturers. Iran's economy relies heavily on oil export revenues
and macroeconomic variables will involve in severe fluctuations by following universal oil prices over
time (Haghighi, 2009). One of the most common activities in the field of foreign trade is businesses that
take place between companies, other industrial and business institutions as import and export of goods and
services (Salahuddin & Gow, 2016; Shin & Wickramasekera, 2010). It is no doubt that the importance and
the important role of export in favorable shift of foreign lever trade for the interest of economy are clear to
all. A state for all is clear. In today industrialized world, the base of most international conflicts and
political development-seeking context of world powers are to win good market as well as access to more
markets for their exports and increasing the power of the leverage in their interests and its reduction in
disadvantage of current competitors in international area (Akhavi, 2008). Export and import issue cannot
be studied regardless of other economic issues must turn the country economy in the form of
interconnected rings.

2. STATEMENT OF THE PROBLEM

One of the concerns of developing countries in recent years at international trade is their low
competitiveness ability. They should resolve their problems such as supply constraints, national production
capacity and increase business efficiency (Sa'adat, 2010). Export causes economic development and
provides dynamic context for other industries (Shin & Wickramasekera, 2010).
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operation (Ogawa & Tanaka, 2012). Evidence and studies show that entrepreneurs begin exports after
getting familiar with different experiences of exporting businesses. Gathering data from foreign markets is
one of the most important parameters for export (Silvente & Gimenez, 2007). The most low-risk entry to
foreign markets is export. Sales through export have the lowest allocation of resources and changes on
internal program of company (Esmaeilpour, 2011). Many governments present numerous projects in the
field of export financing for production of export goods to export or sale at foreign (Tarom sery, 2010).
For a country, export will bring more jobs, positive trade balance and more other advantages (Shin &
Wickramasekera, 2010). Over the past few years, different effectiveness mechanisms of foreign business
on economic growth have been taken into consideration (Ryburn, 2016; Kyeremanteng, 2016). In one of
the mechanism which has been taken into consideration recently, the impact of business on growth has
been studied through inside gross production and its growth on partner countries. In this context, economic
conditions of trading partners will effect on economic growth, i.e. economic growth of trading partner
economies is considered one of the components affecting long-term economic growth (Akhavi, 2010).
With this approach, the results of macroeconomic performance of trading partners on economic growth
have become important and it is essential to investigate this relationship (Salmani & Fatahi, 2008). One of
the essentials for production boom and economic growth in each country is the rule of reliability and
economic security for economic actors. (Devece, et.al, 2016; Tritsch & Arvor, 2016). Economic growth
means expanding and developing economy's facilities and capacities in one-time horizon, and the
distribution of income considers distribution way of these facilities among the population. After many
years of emphasis on growth and development, modern economic literature emphasizes on poverty
alleviation (Mehrgan, et al., 2008). The role of institutions in economic growth has been emphasized by
many economists; but some believe that components such as human fund and resource abundance decrease
the role of institutions. In recent decades, economists have turned their attention to the role of institutions
in economic growth of a country. This shift in approach was because it seems that conventional economic
approach is not responsive to modern issues that countries face. Specifically, the failure experience of
structural adjustment policies has been led to this conclusion (Padaash, et al., 2011). Now access to
economic growth has become a national demand (Kamijani, et al., 2013). This research seeks to identify
and rank the components affecting import-based-export, and investigating its effect on economic growth in
Iran.

3. THEORETICAL FOUNDATIONS

Export means transfer of goods or issuance and transmission of goods from one place to another. Most
traditional and popular way to international markets is to export goods (Saadat, 2010). Export is a known
method and has a long history in international business. Many manufacturing companies have started to
develop their international activities by export goods and later they gradually turned to other methods to
enter foreign markets (Haghighi, 2009). In classical theories of international trade, export is characteristic
of foreign trade and still it is considered the most important foreign market entry strategy. Usually,
exporting a company means exporting a commodity produced by a company inside the country. Exporters
often are supported by the government, as export increases domestic production and employment, and
reinforces the balance of payments of countries. It should be noted that looking at exports as getting rid of
the surplus is a short-term view and real export requires long-term commitments in planning. Export as
development of internal market that operates in greater volume and beyond internal market seems easy,
but it is one of the causes of many failures which has been occurred so far in exports (Saadat, 2010).
Theoretical studies and empirical evidence have shown that countries with developed financial systems
enjoy long-term and rapid economic growth. Developed financial markets have significant positive impact
on productivity and economic growth so that they cause long-term and higher growth (Jahangard, 2011).
Dr. Cyrus Parvizian and Neda Azarakhsh (2010) in a study titled ((new financing instruments in
development of export, the latest financing funds)) have addressed the methods of structured finance and
some of the most important. In this research two new financing methods, i.e. Forfitting (definitive liability
purchase) and Componenting have been described and believe that these two methods are applicable
financing mechanisms all around the world and companies can use these methods for to financing. Mr.
Mohammad Reza Saadat (2010) in a study titled ((small and medium-sized businesses in Iran;
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impediments to business growth and identification of export capacity)) in the institution of Business
studies and research carried out in collaboration with Trade Promotion Organization of Iran investigated
the experiences of 13 countries on development ways of small and medium-sized businesses. In this study,
based on economic models, 10 provinces with the highest number of businesses and 10 commaodity groups
with the highest comparative advantage were identified and finally on the basis of SWOT analysis the
solutions of export development for small and medium businesses of Iran have been designed. In this
study, components such as inside and outside unfavorable rules and regulations, lack of working capital to
finance export, inefficient banking systems in support of exports, inability to repay international loans,
lack of coordination in banking system with global banking system, lack of proper notices about export
financing resources, the risk from exchange rate changes of components affecting export development of
small and medium-sized export businesses have been discussed. Zahra Hosseini (2009) in her master's
thesis titled ((the investigation of components affecting export market-orientation actions and export
performance in manufacturing companies)) looking for components affecting export market-orientation
actions and export performance in 30 manufacturing companies in Mashhad. For this purpose, the effect of
capability, affiliation and coordination components of export on variables such as export market-
orientation actions and export performance were evaluated. And also the relationship between export
market-orientation actions and export performance, as well as regarding to export environment in
modifying this relationship were evaluated. Results show the effect of capability, affiliation and
coordination components of export on export market-orientation actions. In addition, export market-
orientation actions have positive effect on export performance and then export satisfaction. Karpak and
Topcu (2010) in a study titled ((small and medium businesses in Turkey: the framework of network
analysis to prioritize components affecting success in export)) have prioritized the components affecting
the success of small and medium businesses in Turkey using network analysis process. The results of this
study indicate that components such as business's life cycle, competition intense, regulations and policies
and the place of facilities can affect the success of small and medium businesses. Silviano Perez & Diego
Rodriguez (2012) in a study titled ((Dynamics of export and research and development in small and
medium businesses)) have studied data collected from export sector, and research and development of
small and medium Spanish language businesses between 1990 to 2006. They concluded that the
interaction between research and development and export in small and medium businesses will increase
chances of success in businesses in exporting their goods and also, creating innovation, export rules and
strategy have significant role in export of these businesses. Allen Riding et al. (2012) in a study titled
((Financing exporters through new investments)) investigated the way of financing small and medium new
exporting and non-exporting businesses. They concluded that small and medium exporting businesses
generally seek financing from foreign sources because the projects of small and medium enterprises have
difficult to receive loans and the need for appropriate policies to develop and support new firms and also
amending the laws pertaining to export are too much. Ginger Turner (2011) in a study titled ((Financial
geography and access as determinants of exports has studied 27 active areas in the field of exports in 120
countries. He concluded that business financial access through loan application process from banks and the
inside financial channels effect on export process. Kuznets (2005) in his article ((economic growth and
income inequality discussed this hypothesize that in the course of economic development of each country,
the income inequality increases first and after remaining fixed at a certain level, it gradually reduces. The
results of this research confirm Kuznets's hypothesis (Mehrgan, et.al, 2008).

Research Purposes

To identify components affecting export.

To determine relationships between components identified diagram.

To determine the amount of the element of identification on economic growth.
Research Questions

What are the components influencing export?

How is the diagram of the relationship between the components identified?

How is the level of the effect of the components identified on the economic growth of Iran's?
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Research Methodology

This study in terms of its aim in an applied research and in terms of data collection is descriptive (hon-
experimental) and is considered field study. In this study, data collection

Method is library-field. The study population according to variables includes academics, economic
advisor, public administrators, CEOs of small and medium businesses and export and import expert. In
order to gather the research data, questionnaire was used. In designing the questionnaire questions the
required accuracy was paid in order to design simple and clear questions. To test the reliability, a
prototype contained 30 pre-test questionnaires and Cronbach's alpha coefficient was calculated. Alpha
obtained was 87%, which indicates the scale reliability. In order to assess the validity, we interacted with
the experts and the questions were reviewed. Given the number of variables 311 questionnaires were
distributed, ultimately 300 questionnaires were analyzed. In this research to determine the causes,
exploratory component analysis was used using Spss software. To determine the level of impact and draw
the diagram DEMATEL technique with Excel software was used. This technique was designed in the late
1971 AD to study complex issues and to structure a sequence of information. DEMATEL technigque which
is one of decision making type based on pair comparison, using the judgment of experts in extracting a
system and systematic structuring them with applying the principles of graph theory represents a
hierarchical structure of system components along mutual interaction, so that it determines the impact of
these relations in numerical rating form. DEMATEL technique is applied to identify and assess the
relationship between the criteria used and the mapping of network relations. Since the directed graphs can
show the relations of the elements of a system better, so this technique is based on the graphs that can
divide involved components into two groups, cause and effect; and form the relationship between them as
an understandable structural model. This technique has nine steps. During the first step to fifth, obtained
information and the diagram are plotted. In the fifth step the intensity of the relationship matrix system is
formed. The sixth step is related to matrix formation, the relative intensity of direct relations. The relative
intensity is calculated from the direct and indirect relationships at the seventh step. At the eighth step of
the diagram of indirect relations with the possible relative intensity from them, and the final step, the
sequence of elements' influence on each other are determined (Asgharpour, 2008).

4. RESEARCH FINDINGS

After reviewing previous study and interacting with experts, 24 indicators were finally selected. In Table
(1) each index with corresponding symbol is shown for analysis.

Tablel. Indicators symbol in component analysis

Inside rules & regulations

Document credits system

outside rules & regulations

Financing chain

Bank system

Type of facilities guaranty

Financing system

Export strategy

Inside financing resources

Competition at inside markets

outside financing resources

Competition at outside markets

Credit evaluation system

Momentary policies

Currency fluctuations

Financial policies

Economic-political stability

Payment method

Money and capital market

Government incentives on exports

Prohibitions

The amount of working capital for
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export financing

Supply and demand conditions Ability to repay international loans
Source: Author

First, to confirm the size of the selected data in performing component analysis test, Bartlett and KMO test
are used. According to Table (2) since the amount of KMO test is 0/805, then the data are appropriate to
perform component analysis. Additionally, the result of Bartlett test (1214/408) which is significant at 0/01
error level, shows that the correlation matrix between the items, the matrix is not similar and single, it
means there is high correlation among the items inside each component, on one hand, however there is no
correlation between the items of one component with other components, on other hand.

Table2. Testing the effectiveness/ of samples selected for component analysis

.870

1214.408
276
.000

Source: Author

At next step we must investigate that what percent each component could determine from variables set
variance. This problem is understandable through table 3. Only components that their eigenvalues are
higher than one are selected from this table based on Kaiser Test, which is known Kaiser-Guttman
formulation or eigenvalue. In this study, eight components have eigenvalue higher than one. Other
components with less values than one are also deleted from the components. As shown in table3, the first
component has the greatest portion (18/733 percent with 4/496 eigenvalue) and the eighth component has
the lowest portion (4/413 percent with 1/059 eigenvalue) at explaining the variance of 24 indicators. In this
study, to extract the components in terms of exploratory property of the research discoveries, the Principal
Component (PC) analysis was used.

Table3. The total explained variance

1 779 | 18.733 18.733
2 1683 | 7.013 25747 saos | 18733 18.733 22860
3 1521 | 6.339 32.086 25747
4 1312 | 5.468 37.553 1683 | 7.013 32.086 2.701
5 1.224 | 5.009 42.653 15211 6.339 37,553 1.546
6 1144 | 4766 47.419 13121 5.468 42.653 1.836
7 1.093 | 4554 51.973 1.224 1 5.099 47.419 1914
8 1.059 | 4.413 56.386 1.144 | 4.766 51.973 1.220
. oo o e 1.093 | 4554 o 1.645
: 99 3.9 37 1059 | 4413 56. 1.222
24 406 | 1.690 100.000

Source: Spss output

At figurel gravel test invented by Cottell has been shown. In some references this test is called Scree
Cottell. This test is one of the most common graphic methods for selecting the appropriate number of
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components on eigenvalues. The gravel graph also confirms the results of Kaiser test on previous table. As
shown in Fig.1, eight components have eigenvalues higher than one.

Scree Plot
[¢
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w A
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il B
o—»_«‘
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00—”—_‘)
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Component Number

Figurel. Gravel Graph

Table 4 shows correlation matrix between the items and extraction components with eigenvalues greater
than one rotation before the rotation. The correlation between the items and components varies between -1
and +1. The purpose of component analysis is to explore and explain the observed correlations. To achieve
this goal, not turning solutions do not work. The reason for this is that it is difficult to identify the
components that have a large number of component loads and on one hand, Klein believes that there is no
ideal and complete solution in component analysis and in fact we are facing endless complete set which in
terms of mathematics are equivalent. Cottell believes that we cannot trust the results of component
analysis without rotation.

Table4. correlation matrix between the items and extracted components before rotation

1 2 3 4 5 6 7 8
216 | 005 | 9B oo | 572 W A | 2
127 200 | 02| 212 | 32 ol B | e
350 50 | o0 | ooa | ooee | 00| S| ars
486 a7 | 0| s | asn | DB o 273
563 386 | o | -2e1 | -awa | DD | DR | 067
203 | -127 | 73| s07 a6 | i | 0| an
517 045 | 9% | o8 | 227 T | e | 089
547 o099 | | 408 o | 2 o | oo
511 132 - 000 | -317 | % o 141

24 . . * . . * . .
277 -.068 239 -.200 030 252 -l 165

Source: Spss output

Rotation of components means turning component structure into a simple structure from component load
that is to ease more the explanation of this structure. The rotated components explain the original solution,
the common variance (correlations) well. In this Direct ABLIMIN method was used to achieve an inclined
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simple structure. At orthogonal methods the loads of pattern matrix and structure matrix are the same, but
it is not the case in inclined methods. The results of structure matrix are shown in table (5).

Table5. Structure matrix

Components
1 2 3 4 5 6 7 8
173 276 449 325 247 210 .043 -.159
.092 136 -.034 .047 -.052 841 -.018 071
-.017 .678 .007 .062 -.095 120 -.264 157
164 .738 212 .100 -.140 .034 -.072 -.073
.366 .633 .019 .068 -.402 103 042 -.090
.074 -.011 .072 711 .039 -.030 -.028 -.027
.385 AT7 -.133 403 .022 .079 -.232 -131
292 .336 .032 .584 -.260 125 -.236 273
2 408 .517 -.034 .086 -.265 -.305 .023 .065
199 151 173 -.255 -.044 145 -.610 .042

Source: Spss output

Pattern matrix composed of variables' weights. Towards the inclined methods for interpreting the results,
the pattern matrix must be used to determine the load of each variable on the components. The results of
matrix of pattern matrix are shown in Table (6). At this stage, the absolute value of each variable loads on
each component are discussed, and if a variable has a high load on a component, it will be place on
concerned component.

Table6. Component Model

1 2 3 4 5 6 7 8
X1 .095 .238 441 290 341 .180 104 -.129
X2 .087 .065 -.074 .042 -.068 .848 -.016 075
X3 -.205 712 -.034 -.039 .020 .092 -.254 155
X4 -.015 .736 .160 -.025 .000 -.003 .002 -.065
X5 244 547 -.063 -.064 -.304 .094 142 -.099
X6 -.013 -.123 .060 737 .065 -.009 .010 -.039
X7 257 .387 -.210 .306 130 .080 -171 -.152
X8 131 170 -.026 512 -174 151 -.158 .259
X9 311 455 -.082 -.049 -.155 -311 120 .051
X24 130 118 113 -.336 031 143 -.599 .061

Source: Spss output

According to Klein (2012) argues that in component analysis both rotation methods, i.e. orthogonal
(varimax) and inclined (Direct ABLIMIN) must be tested if the inclined rotation is approach to orthogonal,
orthogonal rotation is useful; for this purpose, in this study, the orthogonal rotation (varimax) was also
used. The results of rotation method were different from the results of inclined (Direct ABLIMIN) so that
the results were common only in three components among eight components, so the results of inclined
rotation method (Direct ABLIMIN) were used to continue the analysis steps. The results of component
correlation matrix which were obtained from varimax rotation are shown in table (7).
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In table (8) component correlation matrix is shown. This matrix shows the correlation between the
components. Positive correlation coefficient shows direct relationship and negative correlation coefficient
shows inverse relationship between the components. This correlation varies between -1 and +1. Each
component has complete correlation with itself, so number 1 has been shown in matrix row. If the
correlation coefficient is equal to +1, the correlation coefficient is complete and direct. This means that by
increase of one component, the other component will be certainly increased. If the correlation coefficient is
equal to -1, the correlation coefficient is complete and inverse. This means that an increase in one
component, the other component will be definitely reduced. If the correlation coefficient is between 0 and
1, the correlation will be imperfect and direct. This means that by increase of one component, the other
component will be increased relatively. If the correlation coefficient is between 0 and -1, the correlation
will be inverse and imperfect. This means that by increase of one component, the other component will be
reduced relatively. And if the correlation coefficient is equal to zero, there is no linear relationship
between both components, but it is possible that there is nonlinear relationship. For example, in this study,
there is incomplete and direct correlation between first and second components.

Table7. Component correlation matrix

1 2 5 4 5 6 7 8
121 273 -.243 .328 -.085 455 -.119 192
.062 .094 .028 .017 .014 -.046 .088 .849
-.107 .657 .010 -.039 .282 -.001 213 .108
.076 126 .082 .018 041 .183 .022 .018
.306 .588 331 -.030 -.102 -.049 .037 112
.050 -.054 -.040 718 .008 .057 .073 -.015
321 444 -.090 344 .183 -.178 -.054 .095
235 218 .145 465 .206 -.011 399 156
.364 471 162 -.029 -.078 -.078 .156 -.292
.185 107 -.013 -.312 592 143 -.026 150

Source: Spss output

Once the optimum numbers of components have been determined among components, it is time to
categorize the variables at extracted components. Component loads show the correlations of variables with
the components. For example, in this study 13, 15, 16, 17 and 20 have shown a high correlation with
component one. At final stage of analysis, the components should be named. While naming each
component, it should be considered that it should be done regarding variables' common meaning that
components have significant component loads. In other words, the names should provide appropriate
conceptual cover the variables. Of course, naturally variables that their component loads are higher, are
more important at naming and have more effect on the name or title chosen to show the concept of a
component. In table (9) named components have been shown with corresponding indicators.

In next step after identifying effective components for structuring and ranking the components,
DEMATEL method was used based on the effect intensity. DEMATEL method is a method that is
commonly used to study complex problems. Relative intensity of components' direct and indirect
relationships is shown in the table (10).
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Table8. Component correlation matrix
1 2 3 4 5 6 7 8
1 1.000 .230 .088 162 -.120 -.025 -.156 .001
2 .230 1.000 .069 167 -.176 .042 -.085 .006
3 .088 .069 1.000 .036 -.094 .028 -.092 -.072
4 162 167 .036 1.000 -.061 -.029 -.068 .023
5 -.120 -.176 -.094 -.061 1.000 .042 .090 -.012
6 -.025 .042 .028 -.029 .042 1.000 .023 -.014
7 -.156 -.085 -.092 -.068 .090 .023 1.000 .004
8 .001 .006 -.072 .023 -.012 -.014 .004 1.000

Source: Spss output

Table9. Named components

Source: Author

Table 10. Relative intensity of direct and indirect relationships
X1 X2 X3 X4 X5 X6 X7 X8

X1 0/047 | 0/339 | 0/341 | 0/244 | 0/057 | 0/407 | 0/406 | 0/239
X2 0/273 | 0/611 | 0/398 | 0/391 | 0/327 | 0/734 | 0/610 | 0/365
X3 0/081 | 0/220 | 0/489 | 0/601 | 0/097 | 0/264 | 0/371 | 0/408
X4 0/115 | 0/317 | 0/548 | 0/578 | 0/138 | 0/381 | 0/754 | 0/577
X5 0/031 | 0/286 | 0/166 | 0/156 | 0/037 | 0/344 | 0/218 | 0/155
X6 0/070 | 0/166 | 0/177 | 0/198 | 0/085 | 0/199 | 0/396 | 0/354
X7 0/086 | 0/309 | 0/260 | 0/276 | 0/103 | 0/371 | 0/505 | 0/432
X8 0/039 | 0/116 | 0/284 | 0/203 | 0/047 | 0/339 | 0/338 | 0/199

Source: Author

After calculating the relative intensity of direct and indirect relationships to determine the possible
structure, the order of components' influence on each other was evaluated.
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Table 11. The order of components' influence on each other

1/430 | 1/604 1/669 2/125 2/385 2/561 3/549 | 3/786

X5 X8 X6 X7 X2 X4 X3 X1

1/168 | 2/880 2/975 2/999 3/037 3/656 0/411 | 0/465
Source: Author

The most total row (R) indicates the components' order that strongly influence on other components; the
most total column (J) indicates the components' order that is influenced. The actual location of each
component is determined by the columns of R-J and R + J at final hierarchy, so that R-J indicates the
position of a component (along the length axis of widths). In the case of positive R-J of this position, it
will be an entrant and in the case of negative R-J, certainly it will be an influenced.

Figurel. Diagram of effective and effect-taking components

R + J represents the total intensity of a component (along the lengths axis) both in terms of intrant and
being influenced. As shown in Table (12), is substantially carried out psychological operations against the
rioters was selected as the most important component in the success of special operations police unit with
urban unrest. Ranking other components is shown in the table (12).

Tablel2. Prioritize the components

Crald
1 71205 Legislation X4
2 6/823 Structure X2
3 5/384 Financial resources X7
4 4/644 Financial market X6
5 4/484 Supply system X8
6 2/972 Export strategy X3
7 2/598 Competitiveness X5
8 2/590 Funding X1

Source: Author
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The final hierarchy of the direct and indirect relationships is shown in Figure (2).

As shown in figure (2) four components: funding, export strategy, structure and competitiveness of the
other effective components. After determining the intensity of the effectiveness of identified components,
the effect of these components on different areas of the economy was investigated. The symbols of study
areas include:

Steps of rankings areas were performed using Breda linear allocation method as follows:
The first step- ranking 5 domestic production areas for 8 components by any economic experts

A decision-making group of 26 experts (K=26) ranked 5 options (M=5) for 8 components. The results of
ranking of the first expert were extracted as Table (4). D2 and D3 and . . . D2 matrices are set in a similar
way.

-10-,51

Figure2. Position of components at the possible hierarchy

Tablel3. Symbols of the economy areas

Industry and mining A1
Agriculture A2
Transportation A3
Construction A4

Oil and gas As

Source: Author

Tablel4. The results of ranking of the first expert

A1 3 3 2 3 4 5 3 3
A 4 4 2
A3 4 4 1 2 1 1 5 4

N
(6]
N
=
ol
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As 1 1 5 1 3 4
As 5 2 3 5 5 3 4 1
Source: Author

N
N

The second stage- ranking areas for each component by 26 decision-makers and forming matrix R;:

All views of 26 experts, for each indicator are summarized in one of the matrix Rj (with 8 indicators).

Matrix R1 (ranking the areas for X1 index by 26 economic experts) are as follows. R2 and Rz and . . . Rg
matrices are set in similar way.

Tablel5. Ranking areas for each j indicator

1 2 3 4 5 6 7 8 9 26
A 3 2 3 3 5 1 5 4 5 3
A 2 5 4 5 4 2 2 3 2 2
As 4 3 2 4 3 4 3 5 1 4
As 1 4 1 1 2 5 1 2 3 5
As 5 1 5 2 1 3 4 1 4 1

Source: Author

The third step- rate conversion of each matrix of R}, for j component for each p decision-maker (26
decision-makers) to Breda number, Bj Breda matrix is formed.

Tablel6. Breda Matrix (Bj)

1 2 3 4 5 6 7 8 9 26
A 2 3 2 2 0 4 0 1 0 2
Az 3 0 1 0 1 3 3 2 3 3
As 1 2 3 1 2 1 2 0 4 1
A 4 1 4 4 3 0 4 3 2 0
As 0 4 0 3 4 2 1 4 1 4

Source: Author

The forth step- to form group agreement matrix (Rg) the rankings are calculated for all indicators of total
row of each Bj matrix, so the final rate of each item for each j indicator is achieved by group agreement.
Then, for Rg as group and for all indicators, we have:

Tablel7. Rc as a group

5 2 1 3 5 1 2 2
4 3 2 | 4/5 3 2 3 5
3 5 3 | 4/5 2 3 5 3
2 4 5 1 1 4 1 1
1 1 4 2 4 5 4 4

Source: Author

The fifth step- forming weighty matrix (Qg): due to the weights of the indicators, for each five rank from
five operation area, one weighty matrix is resulted of group agreement as below table:

Tablel8. Weighty matrix (Qc)
1 2 3 4 5

At 0/26107 | 0/27178 [ 0/13354 0 0/33361
Az 0 0/22516 | 0/36466 [ 0/29375 | 0/11643
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1 2 3 4 5

As 0 0/11705 |0/49138 |0/06677 [0/32480
A« |0/34086 [0/25247 |0/01042 |0/24413 [0/15212

As 0/39807 |0/13354 0 0/39535 |0/07304
Source: Author

The six step- Linear Allocation Problem-solving

Max: 0.26107h,, +0.27178 h , + 0.13354h + .+ o.07304h,,
St. equation(1)
E;:, hij = 1 1=1,2,3,...,5 equation{2)
¥, hij=1 = 123,05 equation(3)
hik=10.1 i.j=1\2\3-----5 equation(4)

The seventh step- Final prioritizing the areas using Hungarian method include:
A3<A5<A<AI<A4
Tablel9. Final prioritizing

Economic area
Construction First rank
Industry and mining Second rank
Agriculture Third rank
Oil and gas Forth rank
Transportation Fifth rank

Source: Author
5. CONCLUSIONS

Economic cooperation has experienced rapid development in recent years. Development of the cooperation
has been appeared in trade and international investment propagation. Trade development and international
investment has caused the countries to influence the macroeconomic performance of each other. Therefore,
the policy-makers have given priority to the development of cooperation in order to accelerate economic
growth. The present study has been performed to identify and rank the factors affecting exports and their
impacts on economic growth. In this study, after determining 24 indicators by the experts and using
content analysis method, using exploratory factor analysis of eight components affecting export. The first
component is legislation. This component explains more than 18% of the variance. Indicators that have
been located on this component include: sanctions, political and economic stability, legislation and internal
regulations and laws, foreign regulations and laws, financial policies. The second component is structural
component that explains more than seven percent of the variance. Variables that have been located on this
component include: banking system, currency fluctuations, monetary policy, government incentives in the
export credit valuation system. Similarly, the identified components of exploratory component analysis
have been shown in table (9). At the next step, to rank the identified components, DEMATEL technique
has been used that the results put the legislation component at the first rank. Finally, the identified
components have been studied on 5 areas of economic activity of
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the country by Breda method and the results indicate that these components have the most influence on
construction activity area at the country. According to the results of the study it is suggested that:

e To use various supportive methods and structures at export area.

e To review banking system to facilitate affordable credit to small and medium-sized firms in
export sector.

e To reform and review of laws that confine the activity of active domestic companies at export.

e Inthe field of domestic companies active in exports

e To approve legislation in order to liberalize foreign investment, giving priority to investment in
small and medium export firms.
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Abstract

Organizational knowledge is embedded in procedures, individual employees, systems, which shaping the way that the
tangible organizational assets and resources are used in order to create competitive advantage for organization. In
today's competitive world, productivity affect by different factors and knowledge competitive advantage as influencing
factor can benefit firms. The aim of current research is to investigate the role of knowledge management on
organizational competitiveness. Finding of research (according to Cocran 196 insurance executives were asked)
supported all hypothesis. Finding show that knowledge sharing had significant impact on Tacit and Explicit
knowledge. Beside it Knowledge sharing had highest impact on Explicit knowledge of organization.

JEL classification: D83

Keywords: Knowledge Management, Organizational Competitiveness, Tacit knowledge, Explicit Knowledge.

1. INTRODUCTION

Organizational management main objective is to ensure effective and efficient use of its diverse resources
such as labor, capital, materials, energy and information in order to achieve competitiveness and to
increase productivity. lIranian firms strive to maintain high productivity through competency and
dissemination of policies.

Recently, the resourced-based view (RBV) model of competitiveness has emerged (Grant, 2016)
supported by theories on the growth of the firm and firm resources. The RBV posits competitiveness to be
based on firms’ resources, i.e. whatever a firm owns and uses in production. In addition to owning

resources, another model — the core competence model (Prahalad et al, 1999) posits that firms need to

possess core competences -- distinctive, rare, inimitable characteristics a firm requires to be competitive.

In today’s rapid technological change, companies are in constant and incessant struggle to maintain

competitive advantage through market differentiation by providing superior products and services. Among
various methods, the management in organizations are increasing their focus on employees’ know-how,
past experiences and expertise in their quest to excel in achieving their goal. Additionally, improving the
communication among employees as well as changing the organization’s culture to a share-what-you— know
is integral in todays’ organizations. They could only achieve this by capturing the employees’ know-

how and its dissemination throughout the organization.

Clearly, Knowledge has become an asset, next to labor, land and capital (Sher & Lee, 2004). Even though
some forms of intellectual capital are transferable, internal/personal knowledge is not easily articulated,
captured, retained, disseminated and reused. In fact, knowledge is a valuable asset that must be managed.
The basis of Knowledge management is to fine strategy that the right knowledge with the right shape put
in the right people. (Milton et al, 1999). This research demonstrates organizational success as a by-product
of the critical success factors of implementing Knowledge management. Organizational knowledge is
embedded in processes, procedures, individual employees, systems, and also culture which shaping the
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way that the tangible organizational assets and resources are used in order to create value for the firm. In
today's competitive world, productivity as a philosophy which is based on improvement strategy, forms the
most important aim of any organization; therefore, knowledge management promises to create the proper
structure and the necessary technological infrastructure in organization and human-driven placement. In
addition, using employee's share knowledge can help organizations to achieve their goals as knowledge
based organization (Ghasemi, 2001). The aim of current research is to investigate the role of knowledge
management on organizational competency.

2. LITERATURE REVIEW
2.1. KNOWLEDGE MANAGEMENT

Knowledge resides in the individual’s brain and only when it is articulated and/or captured becomes
encoded in organization processes, documents, products, services, facilities and systems provided that the

employees have the intention to share their what they know. In addition, other factors such as the
employee’s skills to articulate his/her knowledge and most importantly their awareness of the importance
of sharing their know-how and expertise and its effects on the organization’s competitiveness and
productivity. These are fundamental keys of the knowledge creation culture in most organizations.
Knowledge creation is integral, as knowledge is the only sustainable competitive advantage which is the
result of learning. Furthermore, the creation and transmission of knowledge is seen as strategically
significant as one of the fundamental processes that determine the ability of organizational learning and
innovation (Salmador & Bueno, 2007). To answer the question of what is knowledge in an organization it
can be said that it is all about action, focused innovation, pooled expertise, special relationships and
alliances; also, it is value-added behavior and activities.

KM cycle involves both, creation or the acquisition of knowledge by an organization. Knowledge creation
involves developing new knowledge or replacing existing knowledge with new content (Nonaka, 1994).
Chen (2010) recognized two main categories of Knowledge: Explicit knowledge and Tacit knowledge.
Explicit knowledge mainly refers to the structure knowledge expressed by text, images and symbols,
which can be taught verbally and learned by textbooks, reference materials, databases, etc. Tacit
knowledge only exists in people's minds, which is difficult to express by words, symbols, images media.
The management of explicit knowledge is relatively easy; you can use information systems, such as code
and database to set knowledge base. The explicit knowledge is achieved through teaching, training. The
explicit knowledge is the basis for innovation. But the management of tacit knowledge is relatively more
difficult. Tacit knowledge contains many knowledge cheats such as the work of know-how, experience,
perspective and values, which implies more innovative ideas. These are the essence of the core
Competitiveness. (Serban & Luan, 2002). Thus, knowledge management is the process of capturing,
developing, sharing, and effectively using organizational knowledge.

Organizational knowledge is the interplay between two types of knowledge, Tacit and Explicit. Tacit
knowledge is in people minds and is the result of past experiences, know-how, expertise etc and cannot be
captured and shared easily. Explicit knowledge on the other hand is imbedded in the organization’s
processes, routines, books, images, symbols and can be easily made accessible and available to whomever
is seeking specific knowledge. In this research we posit that in order to boost organizational
competiveness, tacit and explicit knowledge had key role by offering the organization a superior value
proposition based on this knowledge. To create a knowledge sharing culture the organization needs to
encourage people to work together more effectively, to collaborate and to share - ultimately to make
organizational knowledge more productive (Gurteen, 1999).

2.2. KNOWLEDGE SHARING

The old paradigm was “knowledge is power” But today we posit that the real organizational power
is in the sharing of what employees know and change the motto of organizations to the effective “sharing
knowledge is power”. The purpose of knowledge sharing is to help an organization as a whole to meet its
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business objectives. If people understand that sharing their knowledge helps them do their jobs more
effectively then knowledge sharing will become a reality (Gurteen, 1999).

Successful knowledge management applies a set of approaches to organizational knowledge—including its
accumulation, utilization, sharing and ownership. Indeed, KM can be seen as a strategy that assists
organizations to use knowledge to envisage, make and control the whole decision making process (Kong,
2009). Even with the low level of knowledge sharing that goes on today — if you do not make your
knowledge productive than someone else with that same knowledge will. You can almost guarantee that
whatever bright idea you have someone else somewhere in the organization will be thinking along the
same lines. By sharing knowledge, there is possibility to gain more than lose. Sharing knowledge is a
synergistic process. If | share a product idea or a way of doing things with another person — then just the
act of putting my idea into words or writing will help me shape and improve that idea (Gurteen, 1999).

If people understand that sharing their knowledge helps them do their jobs more effectively; helps them
retain their jobs; helps them in their personal development and career progression; and help the
organization as a whole to be more productive and effective; rewards them for getting things done; and
brings more personal recognition, then knowledge sharing will become a reality. Knowledge is perishable
and is increasingly short-lived. If knowledge not shared, then it rapidly loses its value. Even with the low
level of knowledge sharing that goes on today — if employees do not make their knowledge productive
than someone else with that same knowledge will. By sharing knowledge, employees gain more than they
lose. Sharing knowledge is a synergistic process — employees get more out than they put in. If one staff
share a product idea or a way of doing things with another person — then just the act of putting my idea
into words or writing will help him/her shape and improve that idea and improve Tacit & Explicit
knowledge.

2.3. KM AND ORGANIZATIONAL COMPETENCY

Though described as a major business resource and a key source for attaining long-term CA (Gold et al.,
2012), little evidence has been found of the direct effects of IT alone and performance correlations while

at the same time, if existing (though not significant), frequent negative correlations suggest that IT may
worsen a firm’s competitive position (Powell and Dent-Micallef, 2011).

Organizational social resources generally comprise the sum of the actual and potential resources available
that derive from the network of relationships possessed by a human or in a social unit (Nahapiet and
Ghoshal, 2012). Lee and Choi (2003) propose that the ability of organizational structure, organizational
culture, and people as the three critical dimensions of social KM resources to encourage the multifaceted
activities associated with successful implementation of KM has been found to be a key distinguishing
factor of successful firms. These valuable resources typically evolve over a long period of time through
the accumulation of organizational operation experience (Gold et al., 2001), and thus, become hard to
acquire and complex to duplicate. When effectively combined with the strong technical KM dimension
they will become a unique organizational KM infrastructure capability which provides a sustained
Competitive advantage (Chuang, 2014).

The value that knowledge management lies in increasing individual, team and organizational efficiency
through the use of knowledge management tools (information technology). The higher the level of
capturing knowledge (explicit or tacit) with information technology tools, the better the KM result (Lee &
Choi, 2003).

Competency can be reached with the combination of precision and optimal use of manpower and material
resources available and Efficiency is determined through performance. Efficiency and effectiveness are
two important components of Competency and they are normally affected by different factors. But the
Competency in organization is a series of coordinated and planned actions to improve the program and
better use of talents, facilities, spaces and places. These practices design and implement in modern
program (Tavari, 2008).

Most of the available studies relating to KM have considered organizational knowledge as a significant
asset for gaining competitive advantage and as a significant contributor to the success and survival of any
organization within a highly competitive business environment (Zack et al, 2009).
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Akgiin et al. (2006) argue that an urgent change in customer needs may initially lead design engineers to
deny these changes are really needed and to refuse to alter original plans so as to avoid the additional stress. For
organizational competitiveness to take place at the organizational level, some cultural barriers

should be introduced in order to ensure that organizational members have adequate knowledge and experience
to perform their responsibilities (Hernandez et al., 2010). According to Barney (1986) a firm’s

culture, defined as a complex set of values, beliefs, assumptions, and symbols that define the way in which
a firm conducts its business and can be a source of sustained competitiveness. According to the noted
relations, research hypothesis is as below:

H1: Knowledge sharing effect Tacit knowledge of organization

H2: Knowledge sharing effect Explicit knowledge of organization

H3: Tacit knowledge effect knowledge management of organization
H4: Explicit knowledge effect knowledge management of organization

H5: Knowledge management effect Organizational competiveness

Tacit
Knowledge

Organizational
Competitiveness

Knowledge /
shating \

Knowledge
management

Explicit
Knowledge

Conceptual Model
2.4. METHODOLOGY

Sampling procedure of current research done among Saman insurance firm executives (in Tehran
branches). Cochran sampling model was used for our sample community to make sure that we had proper
size of samples, and considering Cochran formula with 0.05% level of error, and 95% assurance level, we
found out that the sample size shouldn’t be less than 196. The credibility of the questionnaires was tested
by using the content credibility method. Beside it in order to calculate Cronbach alpha coefficient and
determining the reliability of questionnaire, we have used SPSS software. The results demonstrated that
alpha for the overall questionnaire was 0.87 which demonstrates high level of credibility.

2.5. DATA ANALYSIS RESULTS

It is very important to ensure the reliability and validity of research findings. This can be achieved by both
emphasizing the adequacy of the research design and the quality of the measurement procedures
employed. In order to validate the instruments, this study will perform validity and reliability tests. All the
Reliability values of each construct are greater than the benchmark of 0.70 which recommended by Yin
(2003) as good indicator of reliability.

Table 1. Assessment of reliability

Research Number of Reliability
construct Item (Cronbach’s alpha)
Knowledge sharing 5 0.85
Tacit knowledge 5 0.82
Explicit knowledge 5 0.90
Knowledge management 5 0.88
Organizational competiveness 5 0.81

Source: Author
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The analysis of this study show high significance of the theoretical foundation of research’s variables,
and consequently all hypotheses were supported using Multiple Regression method. The results for the
analysis of the variables analyze is shown in following table.

The results of all Hypothesis show that, all independent variables had significant positive impact on
dependent variables so all hypothesis were supported (at the level of p<0.05).

Table 2. Final Results of Hypothesis

Unstandardized Standardized
Coefficients Coefficients t Sig Result
B Std. B
Error

Hypothesis 1 0.79 0.118 0.84 6.791 0.000 Supported
Hypothesis 2 0.85 0.076 0.93 11.260 0.000 Supported
Hypothesis 3 0.82 0.131 0.88 8.015 0.000 Supported
Hypothesis 4 0.90 0.153 0.91 6.455 0.000 Supported
Hypothesis 5 0.84 0.100 0.86 8.484 0.000 Supported

Source: Author

The results of first Hypothesis show that, Knowledge sharing had positive significant impact on Tacit
knowledge of organization (B=0.84). Consequently, the hypothesis was supported

Results of second Hypothesis show that, Knowledge sharing had positive significant impact on Explicit
knowledge of organization. (B=0.93). Consequently, the hypothesis was supported

Results of thirth Hypothesis show that, Tacit knowledge had positive significant impact on knowledge
management of organization. (B=0.88). Consequently, the hypothesis was supported

Results of forth Hypothesis show that, Explicit knowledge had positive significant impact on knowledge
management of organization. (B=0.91). Consequently, the hypothesis was supported

Results of firth Hypothesis show that, Knowledge management had positive significant impact on
Organizational competiveness. (B=0.86). Consequently, the hypothesis was supported

3. CONCLUSIONS

This research intention was to investigate the existence of a positive impact of knowledge management on
organizational competiveness. A survey study of 196 senior executives in the insurance industry provides
strong support for the research model proposed. For this research, a new survey was developed and tested,
and it proves to be a successful and justified new measure of knowledge management constructs in any
organization. A direct result of this research is also a newly defined knowledge management model that
consists of two empirically tested constructs (Tacit knowledge & Explicit). This model proves that the
chosen constructs are a good measure for defining competiveness of organization. The results of this
research also have several implications. First, the feedback from business practice supported the
theoretical framework and hypotheses proposed in survey. The most important finding is that knowledge
management components positively affect knowledge management of organizational which finally give
firms better competitiveness.

In terms of practical implications, the paper attempts to provide Iran's insurance firms executives,
especially those from SMEs in the construction industry, with a better understanding about how firms
need to be effectively managed to improve their overall KM infrastructure capability to leverage, exploit,
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and sustain a Competiveness. In addition to consider a combination of tacit and explicit knowledge
resource, managers should fascilitating sharing of knowledge through firms to overcome cultural barriers
and strengthen their contribution to long-term performance.

Although many researchers have proposed different frameworks for assessing better productivity, this
survey was conducted to identify and to understand components that play a role in a successful
productivity which was competiveness. A major limitation of our work at the present stage is the absence
of an empirical test. But understanding that the present work is the first and necessary step toward such a
test, this limitation may be overlooked. It is our hope that when our model and proposed hypotheses are
tested, the results would be very valuable to practitioners and academicians. More specifically,
practitioners would be able to appreciate the effectiveness of various KM components, and be able to
orientate their resources to those that are more beneficial to them in market.
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Abstract.

The advent of new technologies in communications and their development manifests the necessity to use the online channels
of service providers such as internet banking. Hence, the integration of offline and online brand management in banking
service is considered as one of the main priorities. This study aimed to investigate the effect of off-line brand image on the
customer's use of offline and online brand in banking service. In this regard, the effect of off-line variables including off-line
brand belief, off-line brand attitude, off-line brand use and their matching variables in the online environment have been
tested by structural equation modeling. The present study is an applied study in terms of purpose and is a descriptive -survey
study concerning data collection procedure. The sample size included 380 people who were selected randomly by multi-stage
cluster sampling method. The results indicated that off-line brand image affects off-line and on-line brand belief directly and
affects customer use of off-line and on-line banking service indirectly.

Also, similar to on -line variables, there was a positive and significant relationship between off-line variables. On-line brand
belief and attitude had a significant impact on customer’s off -line brand attitude and brand use. By a focus on online
banking service and their improvement, Bank Mellat can save customers’ time and money maximally and create

a positive image about on-line service in their minds.

JEL classification: M30

Keywords: Multi-channel banking, Off-line and on-line brand image, Brand belief, Brand attitude, Brand use

1. INTRODUCTION

Nowadays, the service industry is changing all over the world. New technologies have changed service
delivery to customers in many service organizations. It can be stated that the most powerful force to create
changes in today's competitive environment is information technology and telecommunications. Many big
retailers use multi-channel strategies that increase customers’ loyalty due to easy access and diversity in
distribution channel. This is while, Internet growth has provided a good opportunity for the emergence of on-
line retailers and many traditional retailers tend to use Internet as an accessible, simple and low-cost tool in
order to sell and deliver their goods. In this regard, many banks around the world tried to extend their

brands from offline environment to online environment and provide electronic services since they know
their survival is related to speed of service delivery and awareness of customers’ demands. Through
e-banking services, bank customers can do their banking operations in their favorite time and space and

banks can also benefit from lower operating costs due to the reduced number of employees and branches. This
study tries to determine the effects of customers’ brand image on their off-line and on-line brand use in
Bank Mellat so that managers can take sound decisions about how to use off-line brand image for brand extension to

online environment, strengthen brand position in customers’ mind and finally gain sustainable
profitability.

Banking is considered as one of the most important infrastructural services in any community that impacts
greatly on the growth and development of economy and the business. The development of information
technology and communications, the increasing growth of transactions and e-commerce business globally
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and the need for banks to transfer funds have led large banks in developed countries and developing
countries to pay attention to different approaches of e-banking such as Internet banking. In many aspects,
service delivery in Internet banking is done similar to traditional ways. The main difference is that Internet
banking allows customers to access their account information and perform their banking operations and
transactions via the Internet regardless of location. By the proposition of Iran's membership in the World
Trade Organization and the entry of foreign competitors into financial markets, Iranian banks need to
develop their services in line with technological changes and advance their service delivery channels from

offline to online environment. However, the transition from traditional banking to e-banking services requires
investment and adoption of changes in banks’ structure. To this end, banks need to align their

activities and benefit from brand extension before providing any new service with integrated brand management
in both off-line and on-line environments. Unfortunately, in developing countries banks usually try to imitate
the banking system of developed countries and provide on-line services. However, they fail to do this
completely due to the lack of required investigation and study. In this case, Iranian banks are not an exception.
Therefore, for optimal utilization of brand transfer to online channel in banking

services, different studies should be done about the mutual effects of services provided in both offline and
online environments to investigate the integrity of brand management as well as the effects of customers’
off-line brand image on off-line and on-line brand use. Increased competition, changing business environments,
globalization and development of information and communication technologies are the important variations that
forced the banking and financial service industry to change. The demand for financial services and the behavior
of consumers for such services is rapidly changing. By transition of customers from traditional banking to e-
banking, new strategies are required in order to attract customers and retain existing customers (Karjalnoto,
Koivumaki, Salo,2003) Nowadays, many banks worldwide offer their services electronically. Iran will also be
affected by integration of global economy, and there is no choice other than to turn to e-banks in the long run.
Meanwhile, the number of customers with technological understanding has been increased who prefer
information technology-based service distribution systems rather than to get these services through bank's
employees (Joseph, Stone, 2003). The development of Internet use and its popularity among different groups of
people in Iran has created potential needs in the field of e-banking services. Obviously, one of the success
indicators of Investment in Bank Mellat in the field of information technology and e-banking is the adoption and
actual use of these services by customers. Despite many internet banking services provided by this bank, no
study has yet done to determine the effects

of customers’ off-line brand image on their actual use of online and offline channels. Accordingly, the need for

such research is obvious. This study presents a model that investigates the way Bank Mellat’s off-line
brand image affects the use of online and offline channels by customer.

2. LITERATURE REVIEW
2.1. BRAND IMAGERY

Creating a positive brand image requires marketing programs that link favorable, unique and powerful
associations with brand in consumer mind. The concept of brand equity from customer's perspective doesn’t
discriminate between brand association source and method of forming these associations. Power, utility and
uniqueness of associations in the minds of consumers are considered important in order to create brand equity.
This means that consumer mental associations of brand can be formed in different ways (beyond marketing
activities), from personal experience of product to information gained from diverse sources like news, reports,
other media tools, even word of mouth advertising or customer perception of the brand, name, logo,
manufacturer company and country, distribution network, company location and etc. (Keller, 1993).

Marketers must be able to recognize the impact of these factors and consider them in designing their
communication strategies with the audience (Keller, 1993). Consumers form beliefs about various attributes and
benefits of brand in their minds. Brand attributes are descriptive features that describe a product or service in the
best way. Brand benefits refer to the concept of value and meaning associated with characteristics of each
product or service in the minds of individuals. In general, personal experience can create the most significant
associations of brand attributes and benefits in the mind and is very effective in consumers' decisions. Mouth of
word advertising plays an important role particularly for restaurants, banks,
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entertainment centers and other service centers. Figure 4-2 shows how consumers assess the importance of
various reasons for choosing a brand (Keller, 1993). Information resources of the company as "advertising
activities" often create the least effective associations in consumers’ mind and thus can easily be changed.

To overcome this problem, the company's marketing communication program tries to extend brand-related
information in the minds of consumers and link them with their current knowledge by the use of innovative and
new methods. and new is considered appropriate to extend this information his current links. Thus, companies
constantly expose consumers to repeated communication activities of the company in order to ensure that
recalling information in their minds happens easily and rapidly. However, Star bucks, google, Red Bull and
Amazon.com are companies that have been able to create rich and positive image in the minds of consumers
without using intensive advertising programs and spending high costs (Keller,1993) argues that brand
perceptions and mentality are the base for brand purchase intention and brand value. In today's highly
competitive environment, the mentality and distinct image of the product is very important. When products
become more complex and market becomes crowded, consumers rely more on the image of

product in their minds than actual attributes of that product. According to Acker, one of the brand

perceptions that can be used to differentiate one’s own products from others is Customer benefit
(Aaker,1991).

On the other, Marketers can use the positive brand perception of consumer to increase their market share,

prepare attractive advertisements and direct their future products. However, the problem is that brand
perceptions are remained in consumers’ memory rather than in the mind of market leaders.

Although no approach has been detected about identifying and measuring brand perceptions and mentality,
a point of view accepted by most experts is Keller’s associative network memory model (Keller,1993)
considers brand image and brand awareness (brand recall and recognition) to be the two components of
brand knowledge by consumers. He classifies brand associations (and therefore brand image) into three
categories:

1. Attributes: attributes are descriptions that describe a brand. For example, what a consumer thinks
about a brand or what relationship he/she has with its purchase or consumption. Keller
distinguishes between non-product-related attributes (price, packaging, user imagery, usage
imagery; the last two can also produce brand personality attributes) and product-related attributes
(quality, product function).

2. Benefits: benefits are personal values given by a consumer to the attributes of a brand. In fact,
attributes are benefits a consumer thinks, consumer can obtain from a brand consumption. These
benefits are classified into: Functional (often linked to physiological needs), Experiential (what
it feels like to use the product), and Symbolic (a need for social approval or self-esteem).

3. Brand attitudes, defined as consumers’ overall evaluations of a brand (Karjaluoto, Mattila,
Pento, 2002).

2.2. ONLINE BRAND IMAGERY

Website awareness and website image as two important factors in the quality of online brand websites.
The website image is related to customer perception of website. Also, this perception can be associated
with advertising tool, verbal communication, website design (browsers, reliability, quality of information
provided, the personalization and perceived value, download speed and easy access to website), corporate
features (support, security, privacy, reliability and product features) by marketers (Wi-Suk, 2005).

2.3. BANK BRAND IMAGE

In the banking industry, the concept of retailing refers to a type of banking in which bank transactions are
directly done with customers rather than with other institutions and banks. In this type of banking, checking and
savings accounts, mortgages and loans, credit cards are used. According to this definition, the concepts of brand
extension in multi-channel retailers can be extended to banks, which offer different services through online and
offline channels. In the last two decades, technological innovations have created a new environment in the
banking sector. Increased competition in the financial service sector has led managers to pay increasing attention
to banking strategies that distinguish their service from other financial institutions.
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Therefore, banks spend million dollars annually for advertising and communication campaigns in order to
achieve a privileged position in the minds of customers.

Since the services offered by banks are easy to duplicate, thus service differentiation is a very difficult
task. In addition, while banks invest their budget annually in positioning and creating distinctive image,
but they fail to do this. Strong brand image is a good option to reduce perceived risk and gain acceptable
competitive advantages. Creating a strong brand image about a bank causes the increase of customer
preferences to use banking services and their loyalty and competitive advantage for the bank. Research on
the image of banking industry shows that this concept has multiple dimensions such as brand belief, brand
attitude and brand use Mandel, Lachman, Orgler, (1981), as cited by (Bravo, Montaner, Pina, 2010). Van
Heerden, Puth (1995) emphasized on the importance of dynamism, reliability and stability in the services
provided as well as factors affecting identity. In another study conducted by LeBlanc, Nguyen (1996)
service delivery, physical environment, availability of services, employees were identified as factors
affecting financial institutions brand. And also compared bank brand image in traditional banking and
internet banking and found that among indicators affecting bank brand image are new dimensions such as
honesty to carry out banking operations via the Internet, availability and data security. Generally, most
studies on bank brand image have focused on customer's perception of bank and variables like the way to
provide service (attractiveness and innovation in service delivery and service variety), availability (easy
and rapid use, welfare factors) and reputation (honesty and commitment) are the most important variables
mentioned in the literature review (LeBlanc, Nguyen,1996).

3. RESEARCH HYPOTHESES

3.1. MAIN HYPOTHESIS

Offline brand image of bank Mellat’s customers has a signifant effect on their offline and online brand use.
3.2. ALTERNATIVE HYPOTHESES:

H1: offline brand image has a signifant effect on offline brand belief.
H2: offline brand image has a signifant effect on online brand belief.
H3: offline brand belief has a signifant effect on online brand attitude.
H4: offline brand belief has a signifant effect on online brand attitude.
H5: online brand belief has a signifant effect on offline brand attitude.
H6: online brand belief has a signifant effect on online brand attitude.
H7: offline brand attitude has a signifant effect on offline brand use.
H8: offline brand attitude has a signifant effect on online brand use.
H9: online brand attitude has a signifant effect on online brand use.
H10: online brand attitude has a signifant effect on offline brand use.

3.3. RESEARCH CONCEPTUAL MODEL

Figure 1. Conceptual model



Faculty of Business Economics and Entrepreneurship International Review Special Issues (2017 No. 2, Part1) 35

4. RESEARCH MYTHOLOGY

This research is a descriptive -survey — correlational study. It is descriptive since it occurs naturally and no
experimental manipulation doesn’t occur. Since it gathers a detailed description of existing situation so that

to use them for improving or moderating the situation and provides reasonable plans to make the situation
better, it is a survey study. This study aims to investigate the relationship between variables and their
impact on each other, thus it is a correlational study. Also, the current study is an applied study concerning
purpose since it has applicative results. The population included all customers of Bank Mellat in Tehran
city, who used the services provided in different branches and online banking services of this bank. Bank
Mellat has 316 branches which are equally distributed in six regions. A first, regions 1 and 5 were selected
randomly, which were included a total of 110 branches of Bank Mellat in Tehran province, among which
10 branches (five branches in each region) were selected randomly. In each branch, respondents were
selected (N=380) by an employee who was responsible for online banking affairs of customers. To gather
primary data, the questionnaire was used, which was distributed among participants. At last, 205
questionnaires were collected, among which 195 questionnaires were used for analysis (return rate=54
percent). To survey respondents, five-points Likert scale was used. the questionnaire included closed
questions and were prepared in two sections: section 1 included offline brand questions (bank branches)
and section 2 included online brand questions (bank website). These two sections were prepared to
measure research variables in the model. Table 1 indicates the questions related to each variable. In order
to measure the reliability of research tool, 40 questionnaires were distributed among customers and Alpha
Cronbach coefficient was calculated for the questions of each construct. The calculated value was higher
than 0.7 for all constructs, which indicates the questionnaire is reliable (Table 2). To measure construct
validity, confirmatory factor analysis was used through Lizeral software package.

Table 1. Variables, Questions and Resources related to them

Variable | Questions | Reference
Independent variable
. . 14 (Bravo, Montaner, Pina, 2010;
Offline brand image 12-13-14 Khosrow, 1384)
Mediator variables
How to present 1-2-3 (Bravo, Montaner, Pina, 2010;
_ service Khosrow,1384)
%fflnzje Accessibility 4-5 (Bravo, Montaner, Pina, 2010)
ran
belief Bank employees 6-7-8 (Bravo, Montaner, Pina, 2010)
!3ank 9-10 (Bravo, Montaner, Pina, 2010)
environment
Offline brand attitude 18-19-20 (Adis, Kim, 2013, Chang, Chen,
2008)
Service delivery 1-2-3 (Wi-Suk,Lennon, 2009)
online
accessibility 4-5 (Cheng, Patterson, 2007)
o = (Morgan-Thomas,Veloutsou,2013;
Online Interactivity 6-7-8 Smith, 2005)
brand Website 9-10 (Wi-Suk, 2005)
belief environment
general
perception of the |11-12-13-14-15 (Wi-Suk, 2005)
web
Website security 16-17-18 (Lin, Lee, 2012)
Online brand attitude (Jung, Kim, Kim, 2014)
Depended variables
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Variable Questions Reference
Offline brand use 15-16-17 (Birgelen, Joong, Ruyter,2006)
Online brand use 18-19-20 (Jung, Kim, Kim, 2014)

Source: Author
4,1. DATA ANALYSIS

Table 2. Standard values and t values (significance level) of research variables
Standard

Variable | Row Offline brand image values T-Values
The public are informed about services
1 provided by Bank Mellat branches 0.81 12.78
desirably.
The time to receive the services of Bank
2 Mellat branches is desirable. 08 12.56
A variety of services are presented to
3 customers by Bank Mellat branches. 0.76 11.67
4 ;’:Se; access to Bank Mellat branches is 0.(0) 1321
_ 5 Bank Mellat has extensive branches across 085 12 47
Offline Iran.
brapd 6 The behavior of_Bar_lk Mellat employees 0.79 1236
belief with customers is friendly.
7 The employees o_f Bar)k Mel!at brgnches 072 10.89
are professional in doing their duties.
8 The employees of Bank Mellat branches 0.69 1035
are well-dressed with good appearance.
9 The_ beauty of Bank Mellat branches is 078 1235
desirable.
10 The_ cleaning of Bank Mellat branches is 0.95 1651
desirable.
The facilities within Bank Mellat branches
1 (Water coolers, chairs, etc.,) are desirable. 0.67 10.31
Bank Mellat always meets my future needs
12 by offering new services through 0.63 8.26
Offline branches.
_ brand 13 Bank I_\/Iellat always complies with its own 092 1215
imagery commitments for customers.
14 The p_erformance of Bank Mellat branches 068 9.16
is desirable.
Bank Mellat branches are my first choice
15 to conduct all banking affairs. 0.88 1535
Offline 16 I will use Bank Mellat branches in the 0.9 1573
brand
use future for all banking affairs.
I will recommend opening an account in
17 Bank Mellat branches to others. 0.93 16.60
18 My attl_tude to use the services of Bank 085 1245
. Mellat is desirable.
Offline — -
In my opinion, referring to Bank Mellat
brand 19 . o h 0.8 10.69
. branches for banking affairs is essential.
attitude -
20 | feel that referring to Bank Mellat 087 1161
branches for banking affairs is pleasant. ' '
Online 1 Bank Mellat's website contains full 0.8 13.37
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Variable | Row Offline brand image Stjaggzsrd T-Values
brand information about the services provided.
belief 2 Bank Mellat website is regularly updated. 0.89 15.66
Navigation within Bank Mellat's website
is easy.
3 (navigation means to search different 0.86 14.89
pages in order to find the desired
information)
4 ;:gddownload of Bank mellat 's website is 081 13.22
5 Signs on the bank Me_llat 's website shows 0.92 15.92
where we are at any time.
6 Bank Mellat's website allows interaction 077 12.29
between customers and bank.
Reference instructions and help texts make
! easy to use bank Mellat's website. 0.80 13.03
8 Interbank transactions with other banks 058 8.60
through bank Mellat's website is possible ' '
9 Website environment of bank M_ellat 077 1205
(colored texts, images) is appealing
10 We_b_sne L:_iyout of bank Mellat has 082 13.07
facilitated its use.
By different Internet browsers, the website
1 of Bank Mellat can be easily accessed. 0.70 10.92
12 | The use of bank Mellat’s website has 0.77 12.59
facilitated banking affairs.
I can do banking transactions better by
13 using the website of Bank Mellat. 0.82 1368
14 Bank Mellat uses advanced information 0.84 1436
technology to meet my future needs.
15 Using bank Mellat’s website does not 0.64 9.76
require much mental effort
In bank Mellat’s website, the necessary
16 security mechanisms (authentication, 0.80 11.71
access rights, etc.) are used
I'm sure my account transactions on bank
17 Mellat’s website cannot be hacked by 0.58 8.25
other people.
18 I will use bank Mellat’ s website in the 091 16.32
future.
Offline 19 I will continuously use the website of bank 093 1711
brand
use Mellat for banking affairs.
20 I would recommend Bank Mellat’s 091 16.11
website to others.
In general, my attitude to the website of
. 21 Bank Mellat is desirable. 0.86 16.32
Offline
brand 29 The use of bank Mellat’s website is 0.82 13.30
attitude pleasant
23 In my opinion, the use of bank Mellat’s 0.80 11.56
website for banking affairs is essential. ) '

Source: Author
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According to Table 3, the calculated values for model fit indexes of research variables were acceptablel.
Thus, questions are matched with their own constructs. Therefore, the relationship between constructs or
hidden variables is supported.

Table 3. Model fit indexes of research variables

Variable xZ/df RMSEA GFI NFI CFlI RMR
Offline brand belief 2.171 0.078 0.9 0.95 0.92 0.91
Online brand belief 2.175 0.078 0.91 0.96 0.94 0.9
Offlinebrand use-attitude 2.3725 0.079 0.9 0.91 0.93 0.92
Online brand use-attitude 1.665 0.059 0.93 0.94 0.95 0.9
Offline imagery 2.45 0.057 0.94 0.91 0.9 0.93
Structural model 2.00 0.043 0.92 0.91 0.92 0.9

Source: Author

Normal distribution of data was examined by Kolmogorov-Smirnov test and significance levels for all
variables was more than 0.05. Therefore, the null hypothesis of this test indicating the normal distribution
of data for each of the variables, was accepted. Also, sample adequacy for analysis was appropriate using
Bartlett test and KMO index (0.875). To study model fitness with the realities of Iran National bank, a
questionnaire was used as data collection tool. For this end, five-point Likert scale was used. At first, data
were entered into Excel software, then the causal relationships between variables in the proposed
conceptual model was tested by the use of structural equation modeling (SEM) in LISREL 8.8 software.
Table 3 indicates the structural model has good fitness. In other words, the observed data are consistent
with conceptual model to a large extent. Therefore, this model is reliable to test research hypotheses and
could also be the basis for future studies.

| o

Figure 2. The results of structural equation modeling

1. y2/df <3, RMSEA < 0.08, GFI & NFI & VFI > 0.90, RMR< 0.05
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5. CONCLUSIONS

In this study, we tried to investigate the relationship between offline brand image of Bank Mellat and use
of services provided by branches (offline brand) and Internet banking (online brand). Research model
included 10 hypotheses which were tested by structural equation modeling and LISREL software. In
addition, 8 hypotheses were supported and 2 hypotheses were rejected. The results indicated that off-line
brand image affects off-line and on-line brand belief directly and affects customer use of off-line and on-
line banking service indirectly. In research conceptual model, similar to online variables, there is a
positive and significant relationship between offline variables. Although online brand belief and online
brand attitude affects offline brand use and offline brand attitude significantly, their mutual relationship
has not been supported.

* H1: offline brand image has a significant impact on offline brand belief.

The first hypothesis related to the effect of offline brand image on offline brand belief is supported (R2:0.96,

= 11.62). Offline brand image has a positive and significant impact on offline brand belief. In other
words, a good offline brand image improves offline brand belief. This is in line with the study results of
(Wi-Suk, Lennon,2009).

» H2: offline brand image has a significant impact on online brand belief.

The second hypothesis related to the effect of offline brand image on online brand belief is supported
(R2:0.96, &= 11.62). Offline brand image has a positive and significant impact on online brand belief. In

other words, a good offline brand image improves offline brand belief. This is in line with the study results
of ((Wi-Suk, Lennon,2009).

+ H3: offline brand belief has a significant impact on offline brand attitude.

The third hypothesis related to the effect of offline brand belief on offline brand attitude is supported
(R2:0.80, &= 4.64). this means that a good offline brand belief improves offline brand attitude. This is in
line with the study results of (Wi-Suk, Lennon, 2009).

+ H4: offline brand belief has a significant impact on online brand attitude.

The fourth hypothesis related to the effect of offline brand belief on online brand attitude is rejected
(R2:-0.06, £-0.56) . this result is in contrast with the results obtained from (Wi-Suk, Lennon, 2009) study. In
fact, offline brand belief of Bank Mellat doesn’t have any significant impact on online brand attitude. The
entry of Bank Mellat in private banking requires competitive advantage so that it can distinguish its services
from other banks and modify and change the negative image of customers concerning bank services as state-
owned bank. In this regard, Bank Mellat has tried to obtain competitive advantage in Internet banking and
modify change the negative image of customers. As the results indicates offline brand belief of Bank

Mellat didn’t have any impact on the variables of online brand use by customers.

* HS: online brand belief has a significant impact on offline brand attitude.

The fifth hypothesis related to the effect of online brand belief on offline brand attitude is supported (RZ:-
0.33, a= -2.08). Offline brand belief has a negative impact on online brand attitude.

Thus, it can be stated that the negative impact of online brand belief on offline brand attitude of customers in
Bank Mellat is insignificant. Therefore, Bank Mellats should moderate this negative impact by improving
customers’ offline image and attitude as well as creating a good sense of service use in their branches.

« H6: online brand belief has a significant impact on online brand attitude.

The sixth hypothesis related to the effect of online brand belief on online brand attitude is supported

(R2=0.78, &=7.07). Online brand belief has a positive and significant impact on online brand attitude. In
other words, a good online brand belief improves online brand attitude. This is consistent with the study
results of (Wi-Suk, Lennon, 2009).

* H7: offline brand attitude has a significant impact on offline brand use.
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The seventh hypothesis related to the effect of offline brand attitude on offline brand use is supported
(R2:0.35, &= 5.62). Offline brand attitude has a positive and significant impact on offline brand use. In

other words, a favorable offline brand attitude increases offline brand use and service use in the different
branches of Bank Mellat. This is consistent with the study results of (Wi-Suk, Lennon, 2009).

« H8: offline brand attitude has a significant impact on online brand use.

The eighth hypothesis related to the effect of offline brand attitude on online brand use is rejected
(R2:0.04, &= 0.81). Offline brand attitude didn’t have any impact on online brand use.

* H9: online brand attitude has a significant impact on online brand use.

The ninth hypothesis related to the effect of online brand attitude on online brand use is supported

(R2:0.93, &= 13.14). Online brand attitude has a positive and significant impact on online brand use. In
other words, a favorable online brand attitude increases online brand use and website service use. This is
consistent with the study results of Wi-Suk,Lennon (2009) and Sung Joon (2002).

* H10: online brand attitude has a significant impact on offline brand use.

The tenth hypothesis related to the effect of online brand attitude on offline brand use is supported (R2:0.65, =
9.42). Online brand attitude has a positive and significant impact on offline brand use. In other words, a
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Mellat isn’t in good situation.

causes customers don’t experience a good feeling when they refer to bank

The results show that web security is the most important factor in online brand belief. In this regard, Bank
Mellat should build customers’ trust by updating and testing security systems as well as providing
appropriate promotional messages. Web interactivity has been proposed as the second factor affecting online
brand belief in Bank Mellat. Thus, to improve the online brand belief of customers in Bank Mellat, it is
suggested that bank can create the opportunity for more interaction with customers within website through
updating website content and receive their opinions and wants so that to improve website interactivity and
customers’ use.

In addition, improving interbank interactions through website, providing useful instructions concerning the
favorable use of website and even assigning a page for different subjects by an attention to customers’
interests are recommended to improve online brand belief of customers in Bank Mellat. According to table 47-4,
the factor of Web Site Special Services of Bank Mellat (customers’ club) is ranked in the lowest level
among other factors affecting online brand attitude. Thus, it is recommended that Bank Mellat use this factor for
more interaction with customers. Establishing advertising campaigns aimed at encouraging customers to join the
club and providing special services to customers through club can be an effective method to create a more
favorable attitude to the website and a more favorable image of Bank Mellat online brand.

6. SUGGESTIONS FOR FURTHER STUDIES

e Repeating this study in public and private banks to compare results and generalize to banking
service.

¢ Identifying factors affecting the integration of brand management in both online and offline
environments in multi-channel marketing.

e Studying the relationship between other elements of brand like brand identity, brand awareness
and brand image in both online and offline environments.

e Studying the relationship between brand's perceived quality and perceived risk, customer service
or product in multi-channel marketing.

e Measuring performance satisfaction in off-line environment on online brand attitude and use.

e Identifying customer preferences to purchase from online and offline environments and their
differences.

7. LIMITATIONS OF THE STUDY

In this study, data were collected by a questionnaire which itself is inherently limited.The present study
was conducted only in Bank Mellat as a case study, thus we should be cautious when generalizing findings
to banking services. This study was conducted in the field of banking services, thus for its generalizability,
the presented model must be re-examined in other organizations.
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Abstract

The main purpose of this research is studying the impact of financial leverage and financial performance indicators
on dividend policy of accepted companies in the Tehran Stock Exchange. The statistical sample is included 102
companies and the research period is from 2011 to 2015. The dependent variable is included dividend policy,
independent variables of financial leverage, economic value added, market value added, return on assets ratio and the
ratio of market value to book value, and control variables are included company size and systematic risk. Information
gathering method in the Theoretical Foundations section is library method, and data have been extracted in the test
section of the hypotheses from the financial statements and the Tehran Stock Exchange website. The data analysis
method is also multiple correlation and regression test. The results of the research are shown financial leverage has a
reciprocal and significant effect on dividend policy. Also, financial performance indicators on dividend policy have
direct and significant impact.

JEL classification: G10

Keywords: Profit Dividend Policy, Financial Performance, Economic Value Added, Market Value Added, Return on
Assets

1. INTRODUCTION

Dividend policies are one of the elementary finance companies that are analyzed by complex financial
models and one of the issues that most financial experts face with it (Backer et al., 2012). It is believed
that dividend dividends are considered as a good predictor of future financial performance of firms. It
suggests that analyzing dividend and its changes over time can provide useful information about company
financial performance and ability. It will provide investors with a view to create a future cash flow (Miton,
2012).

Financial scholars such as Miller and Rock (1985) and John and Williams (1985) and other scholars have
shown that dividend adjustments lead to future changes in the company's expected critique and value
(Omran et al., 2011). Profit sharing represents the distribution of profits among shareholders of a company
that is approved by the annual general meeting of the company and paid to shareholders. Distribution
decisions are one of four important financial decisions; three other important decisions are decisions on
working capital management, investment and financing. According to Terang and Hinny, 2010 dividend,
provides information to stakeholders about the company's financial performance. The results Phong,
Zechariah and Tan (2007) showed that the investments made by the company, profitability and cash
dividends will determine the company's future, also affects the distribution of profits on the company's
capital costs and leverage. In adopting these related decisions, the goal is to maximize shareholder wealth
(Demestze, Vilaluna., 2010). Shareholders of manufacturing companies as shareholders of other
companies are expected to receive a profit on their investment. Larsherr (2000) believes that the decline in
profit sharing is seen as a bad news for investors, which generally occurs after a steady decline in profits.
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Shareholders generally have a positive view of dividing profits and consider it necessary; Shareholders
generally have a positive view of dividing profits and consider it necessary; in some areas, due to the
short-term view of investing, profit is first divided and then raised to capital, which is one of the problems
of the capital market (Malliani, 2012). The present study tries to examine the effect of financial leverage
and financial performance indicators on dividend policy of accepted companies on Tehran Stock
Exchange.

2. EXPRESS THE NECESSITY AND IMPORTANCE OF THE SUBJECT

When a company makes a regular announcement of profits, investors believe that continuity and stability
of operations are considered by the company as a continuation of the normal operation of the company.
For this reason, company management is trying to make use of a stable pay policy, and, in the event of a
company profit reduction, is maintained or even increased dividend yield at the previous level. This issue
highlights the importance of dividend policy and the psychological impact of dividend dividends on firm
value, stock prices, and shareholders' expectations (Zhu Wange, 2012).

Dividend is one of the oldest and most common ways of transferring returns from companies to
shareholders. The management of the company must always decide on the maintenance or distribution of
all or part of the dividends. If dividend-based decisions are effective, it can change the value of the
company (Mehrani, 2004). Companies need to maintain share profits just as much as their investment
opportunities. If there are not enough investment opportunities that can provide predicted returns beyond
expected returns, Unused resources should be paid as profit share (Hajian, 2006). A company can change
the rate of payment of a dividend on the stockholders' wealth (Ameri, 2007). Investors are looking for
criteria for choosing the best option for investing in optimal allocation of their resources and investment in
companies. One of the criteria considered by market capital activists, financial performance and financial
leverage ratio is the corporate risk mitigation criterion. Therefore, this necessity is felt which will examine
the impact of financial performance and financial leverage on corporate dividend policy.

3. RESEARCH HYPOTHESES

1. Financial leverage has a significant effect on dividend policy.
2. Financial performance indicators have a significant effect on dividend policy:

2.1. Economic value added has a significant effect on dividend policy.

2.2. Market value added has a significant effect on dividend policy.

2.3. The rate of return on assets has a significant effect on dividend policy.

2.4. The ratio of market value to book value has a significant effect on dividend policy.

The regression equations for testing hypotheses are as follows:

1)DIV = @, + BFL + B2SIZE + B:BET +¢

2)DIV = a, + B,EVA+ BSIZE + B:BET +&
3)DIV = ap + i MVA + B SIZE + B3 BET + &
4DIV =ap + fL MV BV + B2 SIZE + B3 BET + ¢

In which: DIV= Dividend policy, EVA= Economic value added, MVA= market value added, MV/BV=
Ratio of market value to book value, SIZE = company size, BET = systematic risk.
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3.1. DEFINITION OF VARIABLES

Independent variables in this study, financial leverage and financial performance metrics (economic value
added, market value added, return on assets, market value added to book value) and dependent variable are
also policies for dividing profits. Company size variables and systematic risk are also control variables.

1. Dividend policy: Dividing profits is one of the most important issues in financial management; because
dividends represent the major cash payments of companies and one of the most important decisions of
managers. The manager must decide how much of the company's profits will be distributed, and how much
it will be reinvested in the company in the form of accumulated profits. Despite the fact that dividend
payments directly benefit shareholders, the company's ability to accumulate profits to exploit growth
opportunities is affected (Backer and Pawl, 2005). In this study, it is used of dividend cash Flow Rate
(DPS) to profit per share (EPS) to measure the dividend variable of the company

2. Financial leverage: These ratios determine the ratio of financial resources used by the entity in terms of
debt or equity, and in fact, is examined how to combine them, in this study, to measure the company's
financial leverage, long-term debt is used to divide the total amount of debt over assets (Sinai and Nissi,
2003).

3. Economic value added: A positive EVA means that the rate of return on capital is greater than the cost
of capital, in the end, the EVA is greater than zero, ie, the creation of (increasing) the value of the
shareholders (Pinto, 2001). The economic added value first introduced by Stern Stewart is calculated as
follows:

EVA=NOPAT-(WACC*Capital)
In which: NOPAT = net operating profit after tax, WACC = average cost of capital, capital = capital

4: market value added: equals the total market value of the owners' equity and its market value. In order to
obtain market value added, the difference between the average market value of the owners' equity over the
year and the average book value of capital's rights are used. The average value of the book value of the
owners ‘equity is the total amount of the owners' equity at the beginning and the end of the period, divided
into two (Hejazi, Arefi, 2004).

5. Return on Assets: The ratio of return on assets is actually indicated to what extent profitability of the
company is related to its total assets (Lee, 2008). The return on assets is derived from the division of net
income into the total assets of the company.

6. The ratio of the market value to the book value, or the result of dividing the stock price by the book
value of each share, gives a new criterion on the basis of which the stock can be multiplied by its book
value. The P / B ratio is the result of dividing the company's market value into a book value.

7. Size of the company: There are various criteria for measuring the size of the company, which are: total
assets, sales volume and total number of employees. In this study, the logarithm of the total assets is used
to measure the "firm size" variable.

8. Systematic Risk: The firm's sensitivity coefficient (§) has been used to measure the

company's systematic risk. Simply, the systematic risk of each share determines the rate of return that a
shareholder should expect to acquire (Pee noe, 2002). The beta coefficient (B) is equal to the yield

covariance of the share with the return on the portfolio of the market, divided by the variance of the
portfolio of market securities (Kay Raleigh, Si Braun, 2005). In this study, in order to calculate the beta
coefficient, the new method is used.
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4. THEORETICAL RESEARCH FRAMEWORK

The result

Year

Scholar

There is a positive and significant relationship between performance /
return on sales and dividend profit ratio

2016

Habibi et al.

There is a meaningful relationship between the ROA and Q tobin
performance measures and dividend profit ratio, that means, performance
improvement can lead to increased dividend yields

2015

Mashayekh,
Abdollahi

There is a positive direct correlation between cash returns with stock
prices, positive reciprocal correlation, and between earnings per share and
cash income.

2014

Horsand

There is a significant relationship between firm performance and dividend,
regardless of industry type

2013

Etemadi,
Challaki

There is a significant correlation between the size of the company and the
ratio of profit sharing, as well as between the ratio of dividend and profit
quality. Firms with sufficient liquidity tend to be more likely to distribute
profits

2007

Ameri

It is expected that companies with significant financial facilities do not
have a strong desire to distribute benefits due to the need for financial
resources.

2006

Hajian

If a company has a high (lower) gain, its cash returns are high (low), and it
is expected that the more immaterial ownership will be, the more profits
will be distributed.

2005

Jahankhani,
Qorbani

Factors that affect profit-sharing policies include: accrued profit as a source
of financing, composition of capital structure, shareholder needs, legal
constraints

2002

Mohammadi

In emerging markets, companies that have strong performance, dividend
payments are lower, and vice versa (inversely).

2015

Mithun

1. There is a meaningful relationship between operating cash flows and
cash dividend rates.

2. There is a meaningful relationship between operating profit and the rate
of dividend distribution.

3. There is a meaningful relationship between operating cash flows,
operating profit and cash dividend ratios.

4. There is a meaningful relationship between earnings per share (EPS) and
cash income per share (DPS).

2014

Chen et al.

According to the low rates of bank facilities compared to the company's
capital cost of borrowing and financing, if debt is greater, the firm's
flexibility in dividend is more(inversely).

2012

Shifret et al.

By increasing the degree of financial leverage, the average cost of capital
decreases and therefore the value of the company (the value of the ordinary
stock market) will increase and vice versa.

1995

Durand

Since, if the financial and operational leverage of a company is greater, its
beta coefficient is also higher; therefore, it is considered that the beta of the
company as another variable is another variable that has an inverse
relationship with the distribution of profits. It is also expected that the more
property is distributed, the more profit will be distributed

1992

Rozoph

Source: Author
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4.1. THE CONCEPTUAL MODEL OF THE PROJECT
Dividen

1. Financial leverage

2. Financial performance
indicatorsinclude:

- Economicvalue added
-Market value added

- Returnon assetsratio

- Theratio of book value to
market value

Sizeof the
company,
Systematicrisk

Figure 1. Conceptual Model of Research (Rouzof, 1992)
4.2. RESEARCH METHODOLOGY

This study is an applied research in terms of purpose because it has studied the relationship of variables in
the securities market, it seeks to explain relationships and offer suggestions to improve market efficiency.
In addition, this study is descriptive correlational research, among the types of research, correlation is a
regression analysis in terms of purpose.

The statistical population of the study is accepted companies on Tehran Stock Exchange. Due to some
disagreements among members of the community, these conditions are considered for selecting
companies: 1. The financial year of the company is ending at the end of March each year, 2. The company
did not change the fiscal year during 2011-2015, 3. The company has been admitted to the Tehran Stock
Exchange by the end of fiscal year 1394, 4. The stock trading of the company has been carried out
continuously on the Tehran Stock Exchange, and stop trading for more than a month has not happened on
the stock that were selected with the above conditions 102 companies. In this research, a part of the
information that forms the basis of the project is compiled by the library method. Also, a part of the
information about the hypothesis test has been extracted from the financial statements of the companies
and the Tehran Stock Exchange website.

4.3. METHOD AND TYPE OF RESEARCH

This research is categorized in terms of purpose, applied research, and descriptive-correlation type. Also,
in terms of classification of research according to the method and method of data collection, this research
is correlated, and market-based methodology has been used.

5. DATA ANALYSIS METHOD

To analyze data, first, a descriptive statistic including mean, standard deviation, skewness, etc., will be
used and then the inferential statistics will be used. Inferential statistics include the normal test, the
correlation test, and then is the multiple regression test.

5.1. FINDINGS

1: Descriptive statistics: Descriptive statistics of the research variables are included: The policy of
dividend (D), financial leverage (FL), economic value added (EVA), market value added (MVA), return
on assets (ROA), market value to book value (M / B), company size (SIZE) ) And systematic risk (BET)
are presented in Table 1:

Table 1. Descriptive analysis of research variables
Elongati | Skewnes | Varianc | Standard | Averag | Maxim | Minim | Numbe | Variabl
on S e deviation e um um r e

0.121 0.312 0.120 0.177 0.337 0.896 0.117 510 D
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Elongati | Skewnes | Varianc | Standard | Averag | Maxim | Minim | Numbe | Variabl
on S e deviation e um um r e
0.328 0.280 0.277 0.263 0.249 0.068 0.010 510 FL
0.241 0.246 0.023 1.078 2.8 50.00 1.778 510 EVA
0.163 0.369 1.217 1.143 6 3.348 1.219 510 MVA
0.274 0.355 1.165 1.123 6 7.346 1.684 510 M/B
0.115 0.291 0.286 0.078 0.337 1.794 1025-5 510 ROA
0.241 0.246 0.023 0.178 0.588 1.778 0.008 510 BET
0.209 0.306 0.327 0.156 20.021 4.996 0.132 510 SIZE

Source: Author

In this season, descriptive statistics are first examined. The number of observations in the descriptive
statistics of companies is 510 (102 in 5 years). According to descriptive statistics, the dispersion index of
these variables is low in different companies. The highest standard deviation is related to the market value
added variable, and the lowest standard deviation is related to the systematic risk variable. The highest
standard deviation is related to the market value added variable and the lowest standard deviation related
to the systematic risk variable. Because when the absolute magnitude of the numbers related to skewness
and elongation is large. It can be concluded that it differs greatly from the normal distribution. The high
skewness indicates the sum of the numbers to the negative or positive, and the elongation is also related to
the shortness and breadth of the distribution of variables.

2. Testing the Normality of the Variables: The following table shows the normal results of the variables:

Table 2. Testing the Normality of Variables

Significance level Z Kolmogorov-Smirnov Variables

0.238 2.031 D
0.691 1.712 FL
0.299 1.450 EVA
0.642 1.741 MVA
0.582 1.77 M/B
0.447 1.247 ROA
0.311 1.968 BET
0.287 1.684 SIZE

Source: Author

As it can be seen, since the significance level in all variables is more than 0.05, so the research variables
have a normal distribution.

3. Correlation test: Due to the fact that the data distribution is normal, Pearson correlation coefficient is
used to examine the correlation between variables.

According to Pearson correlation test, economic value added, market value added, asset return rate,
company size and market value to book value, there is a positive and significant correlation with dividend
policy, and the financial leverage has a reverse and meaningful relationship to the policy of dividing

profits.
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Table 3: Pearson Correlation Test of Research Variables

Ratio
Size of o Financia
Systemati the maﬁke Asset Malike Econloml | Dividen iabl
¢ risk compan t value return t value C value Leverag d pollcy Variable
to rate added added e
y book
value
*%* *% -
* * 0.52 0.13 *k Dividend
0.248 0.364 0.452 0 ) 0.294 0.153 1 Solicy
% Financial
0.347 0493 |0308- | 0.196- | 0.407- 0.385 1 0153 | | everage
Economic
0.128 0.566 0157 | 0083 | 0.018 1 0.0385- | **0.204 value
added
market
0.209 0181 0371 | 0.068 1 0.180 0.407- 0.1321 value
added
0.332 0.103 0.311 1 0.68 0.083 0.196- 0.520* Asset
return rate
Ratio of
market
0.116 0.087 1 0311 | 0371 0.157 0.308- 0.452* value to
book
value
0.288 1 0.087 | 0103 | 0.181 0.596 0.493 0364 | Sizeof the
company
1 0288 | 0116 | 0332 | 0.200 0.128 0347 | 0248% Sftrei;“ka“

** Significantly at the level of error %1

* Significantly at the level of error %5

4) Other findings: Multivariate regression test

Source: Author

4-1) Significance test for regression: According to F statistics in all regression tables, since the level of
significance is less than 0.05, then the regression model is significant in all tests of assumptions.

4-2) Linear test: A linear is a situation that indicates an independent linear functional of other independent
variables. If the linearity is high in a regression equation, it means that there is a high correlation between
the independent variables, and, despite the high R2, the model is not high; that is, although the model
looks good, it does not have meaningful and independent variables. In the case of linear concurrency, there
are problems in determining the accuracy of the regression equation. Test linear variables as follows:

Table 4. Linear test

Status Indicator Special amount Variables
3.832 0.948 1
4.217 0.983 2
5.514 0.973 3
5.938 0.916 4
5.977 0.908 5

Source: Author
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As can be seen from the table, special values close to zero of internal correlation of forecasts are high, and
small changes are in the data amounts to large changes in the estimation of the coefficient of the regression
equation. Specific values represent the probability of internal correlation between variables. Specific
values represent the probability of internal correlation between variables, and values greater than 30
represent a serious problem in using regression in the present situation (Yeganeh and others, 2009). On the
other hand, all status indicators are smaller than 15 which is indicated the absence of a coincidence
between independent variables.

4-3) Lack of solidarity test: Durbin-Watson statistics in the table represent an autocorrelation test between
research variables. Since this statistic is in the regression test table between 1.5 and 2.5, therefore, there is
no correlation between the research variables of the problem itself.

4-4) Main hypothesis test: A question that is often raised in applied studies, is whether there is any
evidence of data integration or that the model is different for all cross-sectional units. So, it must be
considered that are there any differences between levels, heterogeneity, or individual differences? In the
case of heterogeneity of the panel data method, the least-squares data integration method is used to
estimate the model. For this purpose, the F lemmer test is performed. In this test, the HO assumption equals
the width of the originals (combined data) against the opposite hypothesis H1 of the inequality of the
width of the originals (the data of the panel data). If it is determined that the sections studied are
heterogeneous and have individual differences, panel methods are more appropriate. Husman test has been
used to choose between constant and random effects. The Hausman test statistic, which is calculated for
the constant or random determination of the differences between cross-sectional units, has a chi-square
distribution with the degree of freedom equal to the number of independent variables. The results of the F
lemmer test are as follows:

Table 5. F Limer Test (Consistency width of the origin of the sections)

Test result p-value I?egree 01 F statistics Research models Zero hypothesis
reedom
HO is rejected 0.001 3 2.6453 Model 1 .
HOis rejected | 0.035 3 1.1325 Model 2 Thjr;’;:gtgfoaf“the
HO is rejected 0.011 3 1.0231 Model 3 sections is the
HO is rejected 0.000 3 1.5243 Model 4 same
HO is rejected 0.031 3 1.758 Model 5

Source: Author

F test of the hypothesis of zero shows the use of compilation data method in contrast to the hypothesis, ie,
the use of panel data method. Considering the significance level of the above table, the result of this test
indicates that the examined sections are heterogeneous and the use of panel method data is more
appropriate. After selecting the method of panel data using the F lemmer test, Hausman test is done. In this
test, if the hypothesis 0 (HO) is accepted, then the random effects model and, if HO is rejected, the constant
effects model is used.

Table 6. Hausman test results (choice between static and random effects)

i Degree of Chi-square Zero
Test result p-value freedom B Research models hypothesis
L The difference
HO is rejected 0.021 3 5.4503 Model 1 i
not in
HO is rejected |  0.048 3 4.4528 Model 2 cﬁfﬁg:ﬂg
HO is rejected 0.000 3 4.3452 Model 3
HO is rejected 0.000 3 5.5464 Model 4
HO is rejected 0.022 3 5.7792 Model 5

Source: Author
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The results show that the value of this statistic for each model is significant, and the significance level
reported in the above table (p-value < 0.05) indicates the rejection of the HO hypothesis at 95% confidence
level for each of the models, and implies the use of a constant effect method.

4-5) the first hypothesis testing: In this study, the first hypothesis examines the effect of financial leverage
on dividend policy in companies admitted to the Tehran Stock Exchange. The result of its regression is
presented in Table 7:

Table 7. The results of multivariate regression of financial leverage and dividend policy

SEITEE T Statistics | Coefficient Variable name ST Variable Type
level ol
. . The dependent
B B B Dividend policy Y variable
0.025 2.648- 1.744- Alpha o Fixed amount
. . independent
0.001 -2.995 *0.740- Financial Leverage X1 variable
0.020 2.80 *0.227 size of the company Control
0.094 1.593 0.540 Systematic risk variable
_ _ *1.856 Durbin Watson
0.003 _ 3.742 F statistics
_ _ 0.443 Correlation Coefficient R
The coefficient of R
_ _ 0.197 determination Square
0.196 Adjusted coefficient of Adjusted R Square
— _ determination

Source: Author
*The significance level is 0.05.

As the chart shows, financial leverage (p-value <0.05) has a significant effect on dividend policy. The
tensile coefficient shows that the effect of a company's leverage on dividend policy is greater than the size
of a company. The variable of financial leverage on dividend policy has a direct, weak, and meaningful
impact on dividend policy. Systematic risk as well as its significant level is higher than 0.05, so it has no
significant effect on dividend policy. Regarding the amount of F statistics, the fitted regression model is
significant, and according to the coefficient of determination, these variables explain 19.7% of changes in
dividend policy. The Watson camera statistics are also between 1.5 and 2.5, so it can be concluded that
there is no correlation problem between the variables.

4-6) The second hypothesis test: In this study, the second hypothesis examines the effect of financial
performance indicators on dividend policy in accepted companies in Tehran Stock Exchange which has
four sub-hypotheses.

4-6-1) Test of first sub hypothesis: In this study, the first sub-hypothesis examines the effect of economic
value added on dividend policy in admitted companies to the Tehran Stock Exchange. The result of its

regression is presented in Table 8:

Table 8. Results from the economic value added regression and dividend policy

Significant T Coefficie . _
level Statistics - Variable name Symbol | Variable Type
Dividend policy Y Thevgfii?)?gent
0.002 2.544 1.765 Alpha o Fixed amount
0.040 2,531 * Economic value added X1 The independent
0.657 variable
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Significant T Coefficie . .
level Statistics nt Variable name Symbol | Variable Type
0.001 2.985 *0.145 size of the company ' Control variable
0.213 1.395 0.335 Systematic risk
_ _ 1.775 Durbin Watson
0.003 _ 14.002 F statistics
_ _ 0.668 Correlation Coefficient R
0.446 The coefficient of R Square
_ _ determination
0.445 Adjusted coefficient of Adjusted R Square
_ _ determination

Source: Author

* The significance level is 0.05.

As the chart shows, economic value added (p-value <0.05) has a significant effect on dividend policy. The
tensile coefficient shows that the effect of a company's leverage on dividend policy is greater than the size
of a company. The variable of economic value added on dividend policy has a direct, weak, and
meaningful impact on dividend policy. Systematic risk as well as its significant level is higher than 0.05,
so it has no significant effect on dividend policy. Regarding the amount of F statistics, the fitted regression
model is significant, and according to the coefficient of determination, these variables explain 44.6% of
changes in dividend policy. The Watson camera statistics are also between 1.5 and 2.5, so it can be
concluded that there is no correlation problem between the variables.

4-6-2) Test of second sub hypothesis: In this study, the first sub-hypothesis examines the effect of
market value added on dividend policy in admitted companies to the Tehran Stock Exchange. The result of
its regression is presented in Table 9:

Table 9. The results of multivariate market value-added regression and dividend policy

Significant T Coefficie . .
level Statistics nt Variable name Symbol | Variable Type
.. . The dependent
B B B Dividend policy Y variable
0.000 2.365 1.445 Alpha 1 Fixed amount
The
0.000 2.118 *0.729 Market value added X1 independent
variable
0.000 2.254 *0.387 size of the company Control
— variable
0.112 1.619 0.431 Systematic risk
_ _ 1.894 Durbin Watson
0.001 _ 6.987 F statistics
_ _ 0.702 Correlation Coefficient R
0.492 The coeﬁ_‘lue_nt of R Square
_ _ determination
Adjusted coefficient of )
_ _ 0.491 determination Adjusted R Square

Source: Author

* The significance level is 0.05.
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As the chart shows, market value added (p-value <0.05) has a significant effect on dividend policy. The
tensile coefficient shows that the effect of a company's leverage on dividend policy is greater than the size
of a company. The variable of market value added on dividend policy has a direct, weak, and meaningful
impact on dividend policy. Systematic risk as well as its significant level is higher than 0.05, so it has no
significant effect on dividend policy. Regarding the amount of F statistics, the fitted regression model is
significant, and according to the coefficient of determination, these variables explain 49.2 % of changes in
dividend policy. The Watson camera statistics are also between 1.5 and 2.5, so it can be concluded that
there is no correlation problem between the variables.

4-6-3) Test of third sub hypothesis: In this study, the first sub-hypothesis examines the effect of return
on assets on dividend policy in admitted companies to the Tehran Stock Exchange. The result of its
regression is presented in Table 10:

Table 10. The results of multivariate regression of return on assets and dividend policy

Significant T Coefficien . .
level Statistics t Variable name Symbol Variable Type
. . The dependent
B B B Dividend policy Y variable
0.050 2.405 1.545 Alpha o Fixed amount
~ The
0.003 2950 | *0.747 return on assets X1 independent
variable
0.003 2.840 *0.245 size of the compan .
pany Control variable
0.391 1.257 0.184 Systematic risk
_ _ 1.921 Durbin Watson
0.001 _ 6.950 F statistics
_ _ 0645 Correlation Coefficient R
The coefficient of R
_ _ 0416 determination Square
0.415 Adjusted coefficient of Adjusted R Square
_ _ determination

Source: Author
* The significance level is 0.05.

As the chart shows, return on assets (p-value <0.05) has a significant effect on dividend policy. The tensile
coefficient shows that the effect of a company's leverage on dividend policy is greater than the size of a
company. The variable of return on assets on dividend policy has a direct, weak, and meaningful impact
on dividend policy. Systematic risk as well as its significant level is higher than 0.05, so it has no
significant effect on dividend policy. Regarding the amount of F statistics, the fitted regression model is
significant, and according to the coefficient of determination, these variables explain 41.6 % of changes in
dividend policy. The Watson camera statistics are also between 1.5 and 2.5, so it can be concluded that
there is no correlation problem between the variables.

4-6-4) Test of fourth sub hypothesis: In this study, the first sub-hypothesis examines. The effect of
market value to book value in admitted companies to the Tehran Stock Exchange. The result of its
regression is presented in Table 11;

As the chart shows, ratio of market value to book value (p-value <0.05) has a significant effect on dividend
policy. The tensile coefficient shows that the effect of a company's leverage on dividend policy is greater
than the size of a company. The variable of ratio of market value to book value on dividend policy has a
direct, weak, and meaningful impact on dividend policy. Systematic risk as well as its significant level is
higher than 0.05, so it has no significant effect on dividend policy. Regarding the amount of F statistics,
the fitted regression model is significant, and according to the coefficient of determination, these
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variables explain 48/7 % of changes in dividend policy. The Watson camera statistics are also between 1.5
and 2.5, so it can be concluded that there is no correlation problem between the variables.

Table 11. The results of multivariate regression of the ratio of market value to book value and
dividend policy

. T - Sy .
Significant . .. | Coefficie - Variable
level StatSIStIC nt Variable name rglb Type
The
_ _ _ Dividend policy Y dependent
variable
0.000 2.558 1.284 Alpha o Fixed amount
The
0.000 2.511 *0.844 market value to book value X1 independent
variable
0.000 2.829 *0.198 size of the company Control
— variable
0.173 0.927 0.726 Systematic risk
_ _ 1.669 Durbin Watson
0.001 _ 2.292 F statistics
_ _ 0.699 Correlation Coefficient R
R
_ _ 0.488 The coefficient of determination Square
0.487 Adjusted co_effl_(:lent of Adjusted R Square
_ _ determination

Source: Author

* The significance level is 0.05.

6. CONCLUSIONS

The main purpose of this research is studying the impact of financial leverage and financial performance
indicators on dividend policy of accepted companies in the Tehran Stock Exchange. The statistical sample
is included 102 companies and the research period is from 2011 to 2015. The statistical sample is included
102 companies and the research period is from 2011 to 2015. The dependent variable is included dividend
policy, independent variables of financial leverage, economic value added, market value added, return on
assets ratio and the ratio of market value to book value, and control variables are included company size
and systematic risk. Information gathering method in the Theoretical Foundations section is library
method, and data have been extracted in the test section of the hypotheses from the financial statements
and the Tehran Stock Exchange website. The data analysis method is also multiple correlation and
regression test. The summary of test hypotheses results has been presented in the following table:

Table 12. Summary of test hypotheses results

Severity Tvoe of
Test result of 1YP Hypothesis
. impact
impact
Confirmatio Reverse
gf -0.740 and 1. Financial leverage is effective on dividend policy
hypothesis meanllngfu
Confirmatio
n - Reverse 2. Financial performance indicators are effective on dividend



of
| hypothesis | | and | policy
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Severity Tvoe of
Test result of 1P Hypothesis
. impact
impact
meaningfu
]
Confirmatio Reverse
Qf 0.857 and 1.2. economic value added is effective on dividend policy
. meaningfu
hypothesis |
Confirmatio Reverse
gf 0.729 and 2.2. market value added is effective on dividend policy
hypothesis meanlmgfu
Confirmatio Reverse
gf 0.747 and 3.2. return on assets ratio is effective on dividend policy
hypothesis meanllngfu
Confirmatio Reverse
n 4.2. the ratio of market value to book value is effective on
of 0.844 an_d
hypothesis meanlmgfu dividend policy
Source: Author
Table 13. Summary of the results of the control variables
Type of impact Variable Row
Direct and . L .
meaningful Impact of company size on dividend policy 1
No effect Effect of company's systematic risk on dividend policy 2

Source: Author

The important findings of this study can be summarized as follows:

1: The financial leverage on the dividend policy of the companies accepted in the Tehran Stock Exchange
between 2011 and 2015 has a reverse, strong and significant relationship. So it can be argued that
companies with high financial leverage are less likely to divide profits. The financial leverage reflects the
amount of debt utilization in the capital structure, and the amount of financial leverage reflects the
company's bankruptcy risk. When the company's financial leverage is high, managers have to abandon the
dividend policy in order to save the company from the risk of bankruptcy.

2: The economic value added on the dividend policy of the accepted companies in the Tehran Stock
Exchange between 2011 and 2015 has a direct, strong and significant relationship. Therefore, it can be
argued that companies that have high economic value added are more likely to divide profits.

3: The market value added on the dividend policy of the accepted companies in the Tehran Stock
Exchange during the years 2011-2015 has a direct, strong and significant relationship. Therefore, it can be
argued that companies with higher market value added are more likely to divide profits.

4: The rate of return on assets on the dividend policy of the companies accepted in Tehran Stock Exchange
during the years 2011-2015 has a direct, strong and significant relationship. Therefore, it can be argued
that companies with a high return on assets are more likely to divide profits.

5. The ratio of market value to book value on the dividend policy of the companies in Tehran Stock
Exchange during the years 2011-2015 has a direct, strong and significant relationship. Therefore, it can be
argued that companies with a high market value ratio are more likely to split their profits. The high
financial performance (economic value added, market value added, and return on assets) increases the



liquidity and managers' desire to distribute profits. When the company has a poor performance, managers
are forced to refuse to distribute profits among shareholders in order to finance them.

6: The size of the company has a direct, strong and significant relationship with the dividend policy of the
accepted companies in the Tehran Stock Exchange between 2011 and 2015. Companies with larger sizes,
or, on the other hand, have a large amount of assets, are more likely to distribute profits because they have
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sufficient financial resources and finance managers to make sound financial decisions and make one of the
right decisions. The trust of shareholders is that the distribution of profits has a great influence on the trust
of investors.These results are in line with the results of Chen et al. (2012) and Etemadi, Chalaki (2009) and
contradict the results of the research (2012).

6) Proposals

1. According to the results of the research, more supervision should be considered by the board of
directors on the performance of the executives of the company in order to maximize financial
performance.

2. Managers try to keep the firm's leverage to a reasonable degree, since the high leverage is reflected the
risk of corporate bankruptcy and may be affected the company's distribution of corporate profits.

3. Companies and owners of the company will try to increase the amount of assets and capital of the
company because in that case, a better company can use future investment opportunities and increase its
financial performance, which has a great impact on dividend policy.

4. According to the hypothesis test, it is recommended to investors if the investment risk issue is of special
importance to them, they will invest in companies with low leverage.

7) Proposals for future research

1. A study of the effect of industry type on the relationship between financial leverage and financial
performance on dividend policy

2. Relationship review between financial leverage and financial performance on dividend policy during
the life cycle of companies and divided into high and low growth opportunities

3. Review the relationship between financial leverage and other financial performance metrics such as
annual return on equity, market value to book value, and ... with dividend policy
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TREATMENT PLANT)
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Abstarct

NAMA:s refer to a set of voluntary actions to mitigate climate change and to prevent temperature rise of 2C by 2050,which
do not represent a legal obligation under the UNFCC.NAMAs are being done towards sustainable development in
environmental, economic, social and cultural aspects in developing countries supported and benefited by knowledge of
the world, technology transfer, financing and capacity development in developed countries in the form of measurement
,reporting and verification (MRV) system, and established strategies and national planning framework are the primary
driver. This article is contributed to reduce GHG emission by implementing Shahr-e-Aftab wastewater treatment plant
which is located in southwest Tehran with an area over 4400 ha, and population of A20 method and effluent and sludge
volume production is about 40000000 m3/year. Biogas in wastewater sector and optimal use of CH 4 and Co2 because of
their potential for energy production in the form of heat and power and the possibility to use renewable energies as an
alternative is of the results of this study.

JEL classification: Q54

Key word: Greenhouse gas mitigation, Tehran sewage project, wastewater treatment plant, Shahr-e-Aftab,
NAMA, sewerage, MRV

1. INTRODUCTION

The first goal of wastewater management is to protect environment and provide public health with the use
of new methods in the world through municipal wastewater collection and transporting it to the treatment
plant for treatment and water reusing. Moreover, reduce of GHGs emissions and recycling of consumed
water resources are also the objectives of this management. In other words, wastewater management,

control of methane emissions during the refining process and using CH4 conversion process to produce
power and heat, have replace a way to save energy in the treatment plant. According to this strategy the
volume of trapped CHg gas is considerable and can be used for renewable energy production with safety to
avoid serious risk, which accrediting wastewater management by this way will bring added value.one of
the most valuable energy efficiency methods in terms of signing the clean energy project and CER of
methane with more than 15 thousand tons in each of the projects is the experience of CDM
implementation in modules 5 and 6 of Tehran south WWTP and in modules 1 and 2 of Tehran west
WWTP.NAMA debate raised in 2007 for the first time and has had a gradual growth which needs
international community negotiation and future talks to be completed. According to INDC contents high
portion of energy sector in emission and its reduction is only (not necessarily) of the environmental
commitments and legal obligation of industries that is considered as the top priority in strategic planning
taking into account the need for optimal use of capitals, natural resources and energy production (INDC,
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EPA, 1394). Hence to achieve the national partnership commitment of wastewater and to take advantage
of international environment facilities align with participating in NAMAs preparation, the study of GHG
reduction program in Tehran WWTP became the main environmental wastewater plan management
challenges which the project of constructing Tehran southwest treatment plant was put on the agenda.

2. MATERIALS AND METHODS
2.1. INTENDED NATIONALLY DETERMINED CONTRIBUTION

Program offered includes conditional and unconditional cooperation in reducing GHG emissions and items
related to compatibility, all subjected to removing ecumenical, technological and current financial
constraints which due to the long duration of sanctions and restrictions mentioned above, the formation of
capacities and organizational structures will be time-consuming process which even with financial and
technical assistance make it difficult to achieve the objectives of the program. Islamic Republic of Iran
despite the fact that has no participation, is doing its national plans of actions in large portion emissions,
vulnerability reduction and compatibility (INDC, EPA, 1394).

2.1.1. GHGs emission reduction potential

CO2 and CH4 gases are made of wastewater treatment and are two of GHGs that are destructive elements
in the atmosphere that the amount of each can be calculated based on the selected treatment method.
Carbon dioxide is produced in anaerobic units and sludge digesters at high temperature.

2.1.2. Nationally appropriate mitigation actions

The notion of NAMAs was introduced for the first time at 13™ COP which was held in 2007 in Bali. The
Bali action plan can be achieved in topics includes mitigation action in developing countries, IT support,
financing and capacity building. All this should be capable of measuring, reporting and verification
(MRV) (Sudhir, Desgain, 2013). NAMAs of Iran was presented in climate change meeting (21cop) in
Paris.

2.1.3. Methodology development for planning NAMAs

The methodology of study is based on collected information and has stages that are associated with the
programs, reference scenarios, a series of NAMA'S objectives that include GHGs potential calculation,
NAMAs development priorities, creating measuring, reporting and verification methodology and

identifying the financing resources. In this study wastewater management is divided into three main
sections: Collection, treatment and effluent and subsection are:

A. Sewerage system including the main, semi-main and sub-transmission lines.

B. Treatment: Treatment plant, equipment and technology applications, human resources, knowledge and
skill.

C. Effluent: Effluent management, sludge disposal

In developing countries, technology is feasible economically in a small scale and combined wastewater
treatment and energy production can simultaneously protect water resources and facilitate accessing to
energy resources, and the use of new technologies in the form of power and heat from anaerobic
wastewater treatment process in energy conversion cycle has a direct relationship with GHGs emissions
potential reduction and this is another advantage of using technology for methane recycling ,desirable
effluent and sludge management. So setting national priorities to address the problem of effluent discharge
with utility percent in urban areas due to the pollution caused by factories and industries in project area,
can be a help in water shortages and efficient use of water resources within the context of NAMAs, in the
vicinity of surface water management, in Tehran southwest region. On the other hand, biogas energy of
wastewater treatment is an opportunity to reduce GHGs emissions and is an alternative for renewable
energy.
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2.2. TAKE A LOOK AT VARIETIES OF INTERNATIONAL ENVIRONMENTAL
FACILITIES

Global Environmental Facility-GEF

Global environmental facility as a financial institution under the management of United Nations, to grant
financial aids to developing countries to protect the global environment and promote sustainable livelihood
and well-beings, was established in 1991 in local communities. In fact, GFE funds are provided through
UN environmental conventions and developed committed members and donors such as the World Bank,
multinational corporations, European unions and developed governments and etc. GEF's projects are
implemented by governments department such as World Bank, UNDP and UNEP and other law
enforcement agencies of the United Nations. Projects of power generation from renewable sources which
have the ability to obtain financial assistance from GEF are targeted.

FP: Full-size projects with financial resources more than $2milion.

MSP: Medium-size projects with financial resources less than $2 million.

EA: Enabling activity (with a focus on helping to prepare a general report on the environmental
conventions associated with GEF).

SGP: Small grant program to support NGOs in developing countries. Credit limits of these projects are $
5000.

GCF: According to article 11 of the convention on climate change green climate fund was established as
an operating entity to support projects, programs, policies and other activities in developing countries.
GCF's fund will be managed by CEO of GCF.

AF: Adaption fund was founded in 2001 to finance adaption projects and programs in developing
countries that are parties of the Kyoto protocol and are particularly vulnerable to the effects of climate
change. Adaption fund are provided by the share of revenue from clean development mechanism project

activities and other financial resources. This is %2 of GHGs CER revenue for CDM project activities.

Recent development of transferring resources
gth meeting of the parties under Kyoto protocol thanked the Swedish government financial and assistance
fund in Brussels regional investment in Belgium and agreed to help fund by Austria, Belgium, Finland,
Germany, Norway and Switzerland government in 2013, that enables the fund to reach its goal of raising
funds to provide $ 100 million by the end of 2013.

CDM: CDM is an international cooperation mechanism under Kyoto protocol which provides important
resources to achieve sustainable development by promoting investment in environmentally friendly
projects in developing countries. According to article 12 of the Kyoto protocol countries of developing
countries (non-Annex 1) will receive CER by reducing GHG emissions under the CDM projects which can
be selled to developed countries (Annex I).

NAMAs: NAMA; are voluntary actions taken by developing countries to reduce GHG emissions which is
not a legal obligation for them and can be done (but not necessarily) with the support of industrialized
countries through financing, technology transfer or capacity building. Due to NAMA's flexibility, it has
many forms include plans, policies or specific programs or individual projects which is considered in two

different forms for NAMAs projects (Sudhir, Desgain,2013).

A: Unilateral NAMAs: plans implemented by the use of the funds and other internal resources
independently in developing countries.

B: Supported NAMAs: Plans implemented by international support and take place through traditional
methods such as grant, technical assistance, loans and capacity building programs, but market-based
mechanism and sale of certificates of NAMA's projects in the carbon market can be considered as one of
the dynamic support mechanism. NAMA's scheme that supported by creating and selling carbon credits of
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industrialized countries is generally called supported NAMA. Due to the potential of Shahr-e-Aftab
WWTP construction in small-scale in the form of NAMAs scenario it can pave the road map for reducing
GHG emission by 7500 Tons/year.

CDM and NAMA:s

CDM is one of the flexible mechanisms of the Kyoto protocol. It provides locational flexibility of
emissions reduction, hence allowing emissions reduction undertaken in a developing country to offset
emissions in a developed country, typically through a trading agreement to match with their obligation
under the Kyoto protocol and with the aim of helping developing countries to achieve sustainable

development. While NAMAs refers to voluntary activities for GHG emission mitigation in developing
countries that are led by local governments and are not subject to mitigation commitment under UNFCCC.
And achieving to emission mitigation compared to baseline emissions mode aligned with sustainable

development is developed with the aim of reducing GHGs emissions to level below that of BAU until

2020.In general CDM and NAMAs are projects in order to reduce the effects of GHGs and registered
project are actually a tool to achieve climatic national objectives or low-carbon strategies, and it could say
that climatic national strategies provides an overview while NAMA's registered projects are means to

implement this overview in countries. CERs issued by CDM are salable in carbon market and for NAMA,

the priorities of the host country, with the possible added benefit of reducing GHGs emissions in the
NAMA's policy planning a way will be opened to attract international investment participation or business
opportunities created for the private sector motivated by financial interests of investors. Internal resources
and international support (e.g. bilateral, multilateral, development banks) considered as its preparation and
implementation.

2.3. NAMAS BENEFITS

Economic, social, and environmental effects: NAMA's significant co-benefits have divided it into 3 groups

with the use of sustainable development three pillars, which NAMAg evaluation and performing the
analysis of reduction potential is beneficial for cost-effectiveness of different projects.

2.3.1. Economic effects
A: Direct effects:

-Power generation: Reduce the operating costs for wastewater treatment process and do not use the AC
power distribution network

B: Indirect effects:

-Livelihood: Improve the situation

-Job creation: creation of temporary and permanent jobs
-Revenue: Turning a waste product into a source of income

-Agricultural: production of bio-organic fertilizer used in agricultural production

-Cost reduction: in two parts, the cost of WWTP for power and the cost of effluent for environmental
applications.

2.3.2. Social effects

-Reduce odors from sewage

-Enhance health and welfare in residential area

-lllustrating the ability of national-regional society by using the innovation
2.3.3. Environmental effects

-Reduce water pollution of municipal sewage, especially through open channels in the region (which is the
main cause of pollution in studied area)
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-Use less chemicals in needed water treatment

-Renewable energy production: As an alternative to fossil fuels
2.4. THE PROPOSED PROGRAM OF NAMA IMPLEMENTATION

In accordance with the strategic plan and Tehran sewage implementation activities project roadmap at the

national level which it usually covers 5-10 years NAMAs framework in these projects is the construction
of WWTP which is established with the aim of institutional framework for sustainable development and
has essential convergence. Now we can use Tehran sewage project management policy based on the
development of CDM projects with a focus on the process of wastewater treatment and sewage discharge
from industries in Tehran and efforts to promote innovation and creation of advanced WWTP and reduce

GHGs emissions more than CDM projects, long time in an effective environment. Independent production

of GHGs and released GHGs of wastewater, lack of a transparent value chain, vast geographical area and
integrated wastewater treatment process, make NAMA project more preferable than a CDM project.
Therefore, wastewater treatment process at the Shahr-e-Aftab WWTP is shown in figure 1. Which
recommendation technology also for NAMA like the previous experiences including the use of aerobic
and anaerobic digester of treatment process in sludge treatment processes for energy production from
biogas and slurry rich in nutrients. Aerobic oxidation cause reduction of organic load and nutrients in
wastewater and production of nutrient-rich sludge that enhance use of anaerobic digester sludge in biogas
energy production so that it can produce 2 kWh power. So, the key indicators that will lead to the

estimation of GHGs emissions include:

-Calculation of reducing methane emissions; Ton

-Biochemical oxygen demands

-Chemical oxygen demand from wastewater

-Percentage of methane absorption as biogas or its conversion (Co2, H20)

Generally, GHGs calculation's standards and protocols can be an instruction, based on the development of

special NAMA project objectives. GHGs as CH4, N20O, Co2 are entering into the WWTP from collected
municipal treated wastewater that is done under aerobic and anaerobic processes. And methane is
commonly expected to be released in sewage system from produced sludge which this emission is time
and temperature-dependent in treatment plant system. And sludge digestion will also increase methane
emissions. However, the measurements show that the nitrification process in wastewater treatment may be
a dominant source of N20O (UNDP (2006).

2.5. MRV OF NAMAs

In order to control the planned activities of GHG reduction, monitoring plan is done through management
systems that include measurement, and reporting. Enough documentation and information accuracy of any
activity with relevant data are of requirement of this section to validate certified of international references

.Although monitoring is not listed as a requirement of MRV, it can naturally be an integral part of NAMAs
management reporting returns to relevant authorities by measured information details with a transparent
and standardized principles and reflects the commitment of parties under the convention on climate change
and development activities relevant report. Reporting happens through national communications under the
convention. The purpose of verification is to ensure the accuracy and reliability of reported information or

the procedures used to generate that information. According to NAMAs objectives ,methods of study

should be proportionate and flexible and the ability of NAMAs project to support policies, programs and
integration of mitigation options in the context of NAMA comes true and based on sustainable
development policy in term of environmental, economic and socio-cultural and restrictions of available
information at the beginning of the project ,paying attention to the financial plan and action plan regarding
the implementation of the projects which can extend feasibility and true potential ,is required (Olsen et al.,
2015).
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2.6. OVERVIEW OF THE STUDY AREA

The coverage of Shahr-e-Aftab WWTP is about 4400 ha and is located in the southwest of Tehran which
has been planned in two 25-year periods.(13 years(1397-1410) and 12 years (1410-1422)) population plan
are estimated to be about 714,000 people that in addition to residential areas, it covers the sewage of
Tehran southern areas and wastewater master plan of studies abroad(Residential and industrial areas of
Chahardangeh city).The population projection is calculated in 5-year plan period and using the rate of
growth(declining) and the percentage of population density (person per hectare) to protect population at
the end of the project. This treatment plant will be built in two operational modules that the first modules
have input with a capacity of 112,000m3/day. Basics of qualitative and quantitative of produced
wastewater in this treatment plant is presented in table 1. Activted sludge process with the ability of
simultaneous removal of nitrogen and phosphorus of A20 is proposed for wastewater treatment of this
WWTP (WWTP- Pars Consult Co. (1394). Despite the use of treated wastewater for agricultural irrigation
is significant from the economic, social and environmental aspects, development of dispersed industries in
this region has prioritized the discharge of effluent to surface water or underground aquifer feeding
(injection into underground aquifers) According to the standard-wastewater consumption. Minimum
required efficiency of wastewater treatment is based on user-defined treated wastes and it is in accordance
with the use-related standards. The minimum removal efficiency of EPA pollutants is stated in table 1.
(WWTP- Pars Consult Co. (1394).

Table 1. Minimum removal efficiency of wastewater pollutants in Shahr-e-Aftab WWTP

Parameter Unit é?fvl\ij igr?t %lﬂ"%/ Removal
BODs mg/lit 292 90
COD mg/lit 525 89
NH4 mg/lit 44 98
TN-N mg/lit 57 89
TP-P mg/lit 13 54

Source: Author
2.7. THE BIOGAS PRODUCTION AND COMPOSITION

Assuming biogas production of 20 liters per day per person. The total amount of biogas produced at design
conditions is projected about 14280 m3/day and the amount of biogas produced at digesters includes % 60-

70 methane and % 30-40 CO2 by volume which is usually includes minor amounts of H2S,N2,Hz in biogas
.The Biogas produced in anaerobic digesters can be used in various ways including power production,
heat, combined heat and power at plant sites which the transfer of biogas into the gas network and storage
of biogas in cylinders and presenting it to consumers is also considered as suggested sources of
revenue(with less priority because of the conflict with the type of sewage project activities). Since the
operation of the treatment plant needs a considerable amount of energy as heat and power, combined heat
and power production at the treatment plan location is a more convenient option to use biogas. The
production power will connect to the treatment plant power network and will be used to power the various
units. The produced heat will be used to warm the digester sludge and to supply needed heat in different
parts of treatment plant. It should be noticed that biogas digester output is not usable for CHP system due
to presence of foreign materials such as foam and water particles and impurities such as H2S.Accordingly
it is necessary to refine biogas before using it. Different equipment can be used such as foam trap, gravel
filter and ceramic filter to remove particles and foam from biogas. Removal of sulfur compounds is carried
out in the biological desulfurization unit. Also for continuous operation of the CHP system and to adjust
required pressure, the use of a biogas storage tank is essential. For the safe disposal of

the biogas in an emergency situation or if CHP system become out of service a full flaring system should
be used. Also to increase biogas pressure to the required extent of CHP system a suitable blowers’ system

should be installed after the storage tank. And finally for simultaneous production of heat and power it is
required to obtain and install a CHP system with a capacity appropriate to the project. Figure 1 is a
schematic of the project.
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Figure 1. Diagram plan of biogas collection and heat and power production

2.8. CALCULATING THE RATE OF HEAT AND POWER PRODUCTION

The generation of power and heat in this plan and its daily and annual production can be estimated by
having an approximate amount and composition of produced biogas and CHP electrical and thermal
efficiency. Table 2 assumptions are used to perform this calculation. In these calculation it is assumed for
safety factor that biogas production in real terms is equal to 80 percent of designed form that is 11.424

m3/day.
Table 2. Regiured assumption for heat and power calculation

Title Unit Amount
Biogas production rate in real condition Nm°/d 11424
CHa concentration in Biogas Volume 65
percentage
CHa heating value KjlKg 50010
CHa density Kg/Nm’ 0.716
CHP electrical efficiency % 42.3
CHP thermal efficiency % 47.5
Source: Author
Table 3. Rate of heat and power production
Title Unit Amount
Power Actual power production Kw 1301
Daily production rate Kwh 31.242
Annual production Mwh 11.403
Actual power production Kw 1461
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Title Unit Amount
HEAT Daily production rate MJ 126297
Annual production GJ 46098

Source: Author
2.9. ESTIMATION OF PROJECT REVENUES
Project income is divided into two parts:
- heat and power production revenue
- GHGss CER selling revenue
This section presents an estimation of revenues
2.9.1. Estimated plan revenue from heat and power production

As previously mentioned, due to energy-intensive process of wastewater treatment produced power and
heat will be used inside the treatment plant. So this plan will reduce buying electricity from the national
grid, using of fossil fuels and energy costs. This energy cost reduction can be considered as income of this
plan.

A. Reduce the cost of electricity

Given that the average electricity tariff for WWTP is equal to 213 Rials(with an increase of %20 in
summer),the plant's annual power cost reduction in the project will be :

B. Reduce fuel cost

Assuming that the calorific value of per cubic meter of gas is about 35000KJ, the reduction of natural gas
consumption in the project will be:

Given that the average rate of natural gas tariff for WWTP is about 1000 Rials reducing the cost of gas in
the treatment plant in this project per year will be:

2.9.2. Estimated revenue from CDM projects

The plan has two ways to mitigate GHGs emissions.

A) Emission reduction related to avoid CH4 emissions into the atmosphere, given that methane global
warming factor is 21 times more than CO2, emission reduction from this part is 40.725 tcozely.

B) Emission reduction related to the production of heat and power from biogas (renewable source of
energy) and stop CO2 emissions resulting from fossil fuels. The generated power in this project will be
used as an alternative to the used national grid in treatment plant. Therefore, it is necessary to specify the

coefficient emission of CO2 per unit of power produced in national grid. This amount for Iran network
power is about 640 g/kWh. So the emission reduction resulting from power generation in this project will
be:

CO2 coefficient emission of natural gas which is equal to 56.1 Ton/TJ can be used to calculate emission
reduction of CO2 (produced heat from biogas).

Summary of GHGs emission reduction calculation in this project is presented in table 4.

Table 4. GHGs emission reduction in this project
Title Emission reduction( tcoz e)

-Emission reduction by preventing CH4 emission into the 40725
atmosphere
-Emission reduction by generating power of biogas 7297
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Title Emission reduction( tcoz e)
-Emission reduction by generating heat of biogas 2586
Total 50158

Source: Author

If $3 is taken as the value of any CER, yearly revenue from CDM projects is about $150.477 which is
equal to 5.266 million Rials. Revenues from this project are given in table 5.

Table 5 Project revenues

Description mRls/year
Reduce the cost of buying power from the grid 2.550
Reduce the cost of purchasing natural gas 1.317
CER selling 5.266
Total 9.133

Source: Author

2.10. SUSTAINABLE DEVELOPMENT ALIGNS WITH NAMAs A CHANCE
TO COOPERATE IN THE SHAHR-E-AFTAB PROJECT

Keeping the average global temperature rise below 2 T and GHGs emission mitigation in atmosphere
should be done before 2020 and this means that the emission must be reduced to half of current levels by
2050.This requires extensive cooperation of both developed and developing countries, as developing
countries should define basic infrastructure and social system to develop emission reduction of local plans
and consider the attracting investment opportunities ,low-carbon economy and transfer of technology from
developed countries, In the context of their activities. And the only way to achieve this goal will be
planning of emission reduction mechanism with bilateral or multilateral national international cooperation
and remove the needs of technical, financial and capacity-building development. NAMA except for GHGs
emission reduction has a shared goal with sustainable development that is defined in multiple dimensions
of economic, social and environmental benefits. Saving energy and consequently increase of revenues and
welfare, general health improvement, job creation, reducing air, soil and water pollution, raise public
awareness and capacity building, all can be of the objectives of this project. According to NAMA
objectives the project method is appropriate and flexible and given that the ability to adjust NAMA project
for southwest WWTP construction is to support policies, programs and integration options to reduce
environmental pollution. In NAMA it is also intended for policy program of sustainable development in
environmental, economic and socio-cultural dimensions considering the limitation of the information
available in the region to provide reference scenario. It is necessary to pay attention to financial and action
plans in relation to the implementation of the project which can develop the feasibility and true potential of
the project. Shahr-e-Aftab NAMA project is more likely to success being in a small scale in relation to
management policy and alignment with the grand strategy of wastewater project management and national
weather policies. It should also be noted that in addition to the alignment of the project with priorities in
national development plans, it has high capacity and potential for NAMA implementation beside up taking
by stakeholders.

3. RESULTS

Proposed NAMA in this project looking to increase productivity and added value in the vision treatment.
By creating an integrated wastewater treatment process (through aerobic and anaerobic digestion), so that
trap the GHGs in the form of biogas and finally convert it to power and heat using a generator for domestic
use of treatment plant in volume of biogas produced. National appropriate mitigation action in a small
scale can facilitates the following objectives:
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-Installation of wastewater treatment technology infrastructure (especially Tehran decentralized treatment
plants)

-Marketing and sales of GHG emission reduction (The most important goal)
-Marketing and sales of value-added products (Bio-fertilizer, biogas or power, recyclable waste)

-perform annual and biennial MRV report, monitoring, control and improvement of quantity and quality of
national program (Bottom-up approach)
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Abstract

Today empowerment considered as a useful means of improving the quality and increasing the effectiveness of
employees and organization change management thinkers believe that empowerment is a response to the critical need
for modern management. On the other hand, with the development of new communication technologies, social
networks have emerged. These sites operate on the basis of the formation of online communities and the possibility of
creating a new way of communicating and sharing content. This study examines the role of social networks in
empowering school teachers in District 11 of Tehran. The statistical population of District 11 of Tehran Conservatory
teachers, including 406 people who use the sample, 198 subjects sample were selected by using cluster weight. Field
measurement variables was performed using a 30-item questionnaire. The validity of the method validity and
reliability by Cronbach's alpha (0.7316) was confirmed. For statistical analysis of the correlation hypotheses and
regression in SPSS statistical software was used. Based on the model, a main hypothesis and five minor hypotheses
using statistical tests were evaluated. In statistical analysis, a secondary hypothesis was rejected other hypotheses
have proven that reflect the influence of social networks in the empowerment of teachers. Finally, proposals on the
basis of this review was to improve the ability of students.

JEL classification: D85

Keywords: Social network, Learning, Empowerment.

1. INTRODUCTION

The main reason for the rapid changes in the global economy creating new methods, at work, so as to keep
alive their organizations in today's turbulent economic competitiveness are trying. Constant development
of technology and the changing demands of the major causes of these changes. To stay competitive,
organizations need to be flexible policies whereby personal responsibility and creativity is encouraged and
allows a person to be responsible in front of their duties. In such circumstances, any of the employees, are
managers who expected to engage themselves fully involved in the decision-making of the organization.
So, empowerment of the main themes of a more competitive organization. Empowerment is an important
strategy for the development and integration with external changes (Jaafari, Nouri, 2014).

On the other hand, outstanding organizational performance cannot be achieved through the efforts of
ordinary employees. One of the reasons large organizations is that they have staff is making every effort
beyond his official duties. This means that they have staff necessary capabilities and dedication to the
organization, are self-reliant and have necessary competencies. All this called empowerment (Angodu,
2008).

Today empowerment as one of the most useful tools improve the quality of workers and increase
organizational effectiveness is considered. Scholars change management and organizational development,
know human resource empowerment as a strategic impact on performance and improvement of human
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resources they believe that Empowerment of human resources is one of the new age attitude which today
is used by organizations as a response to the critical need for modern management (Kinla, 2008).

According to the new strategy of educational system, many questions come to mind is a researcher,
including the teachers' use of technology in teaching and learning? Do the methods enable teachers to use
these technologies in the area of learning has been taken? Do students benefit from learning effective?
That should be all seek in the capabilities and skills of teachers (Nassiri et al., 2012).

Despite modern communication technologies, other actors in the international system can not only
governments and non-state actors, such as, multinationals, international organizations and non-
governmental not know the mechanism of new technologies communication such that even as an
influential actor in the international system today can play role (Toloe, 1393).

Social networks known as social media that it is possible to achieve a new way of communicating and
sharing content on the Internet. Today, millions of Internet users, already have hundreds of different social
networks are part of their daily online activities on the Internet at these sites are doing (Mohkamkar,
Hallaj, 2014).

Today, some problems in the area of human resources, is attended to the education is suffered, most of
them can be categorized as follows:

* Check technical manpower without learning experience
» Technical knowledge about the school’s lack of compliance with industry needs
 premature withdrawal of experienced forces on the basis of early retirement

 No connections to share capabilities and knowledge of people with experience in the educational
environment.

Therefore, in this study, the impact of new social media, is very attractive and full contact as technical

experts, professional work and knowledge of one of the districts of Tehran directly with the problem of
organizing the workforce in school’s due dates and the central area of high sensitivity for secondary

department in Tehran, studied and explored. So the main question is: "lIs the use of social networks
empower high school teachers in District 11 of Tehran?"

2. LITERATURE REVIEW
2.1 SOCIAL NETWORKS

Development of new technologies in the field of electronics and computers in the past few decades,
leading to the emergence of a variety of electronic and computer industries and applications including
Internet, mobile, satellite and computer games-in the world. Internet is a series brought a database that
provide information on their various individual and collective human beings and spread each day
(Bartholomew et al., 2012).

ICT in how the people nearby space, real and communication experience, has been revolutionized. These
technologies affordable access to anything and anyone in the world could have made. These technologies,
literally allow face-to-face interaction in cyberspace rebuild and to participate in various types of social
connections (Alsna, 2009) .

In recent years the popularity of online social networks has increased to unprecedented levels. So that
hundreds of millions are the most popular. The benefit success within the community of a network was
established and the number of studies and research to understand these networks has increased. But very
limited extent access to all users of the largest online social networking adequate information about the
user's perspective and how their relationship is difficult (Gujak, 2010).



Faculty of Business Economics and Entrepreneurship International Review Special Issues (2017 No. 2, Part 1) 77

Internet users are social networks, virtual communities, a high profile in recent years in the internet
websites and a significant portion of the user's activities in its place. Four social network Twitter,
Facebook, LinkedIn and MySpace are the most popular virtual networks with global scope. Apart fro m
this particular communication networks and software for smart phones that have been created such as
WhatsApp, Viber, Tango and telegram (Bartholomew et al., 2012).

According to research Panahi et al. (2012), the use of social networks is based on the five components of
"social interaction, share experiences, informal relationships, observations, mutual trust”. We continue to
investigate each of these dimensions.

* Social interaction: how to make connections between members of a community social interaction and
indicate the scope and depth of relationships between individuals. According to surveys, social interaction
in modern societies are heavily influenced by social networks (Panahi et al., 2012).

A feature of the social network, change the shape and nature of communication discourse. At the end of
the first decade of the twentieth century, social networks such as Facebook and Twitter spread have
changed communication among people. According to experts, communication, social networking more
than ever reduce face to face relationships, in comparison help the spread of digital and virtual
relationships (Amirpoor, Garivani, 2014).

* Share experiences: social networks favorable environment for participation in society, symbolic
relationships, rediscover and redefine identities, social, cultural, political, religious and free from any
limitations and factors suppressor through providing virtual interaction and symbolic (Amirpoor, Garivani,
2014).

Social networks can provide people need to exchange knowledge and experience. Facebook was one of
these networks with high importance to Iranian users and most view of it is perhaps because he knew that
could share experiences of subjective and objective conditions for the restoration and re-creation of
identities in cyberspace. The public realm of cyberspace means the formation of areas to develop and
strengthen relations and relations with each other or in other words the distribution arena, shaping,
strengthening and clarification of ethical norms and rules (Amirpoor, Garivani, 2014).

* Informal relations: the social network is a virtual space that allows people to live in a new society, yet
the benefits of community (congregation) is used. Where face to face relationships, empathetic and
emotionally persuasive placed side by side relationship, create a relationship between physical relationship
outside the framework (Amirpoor and Garivani, 2014).

Most sociologists have tried to defend combined society and community features. For example,
Habermas's public sphere to the public sphere or field which he reads, revived in modern times and in
places like coffee shops, a reading and discussion circles is manifested. This means social networks are the
congregation in modern condition and an intermediary between society and the modern governs that are
involved in public affairs and lead to social relationships and pushing it into informal relations (Amirpoor,
Garivani, 2014).

*Observations: social networks, in addition to the reference provided many social and cultural needs of

its members. This makes it possible for members providing at the same time, social activities and other
community members in the virtual communities (Panabhi et al., 2012).

Always finding the first step in the learning process and people to see through behavior and utterances of
others, form norms and their mental framework and are judging others. Observations in real and virtual
social networks are effective on all behaviors in the network (Panahi et al., 2012).

* Mutual trust: social networking sites as a source for determining the level of social capital can
be measured. Trust as a cornerstone of social capital and social capital is the determining factor.
The mutual trust in online social networks can be an important factor for the network and how to
use it. The extent of the areas between individuals and groups and associations between them,
strengthen the spirit of solidarity and can help trust in the community. On the other hand, the
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more the trust of others is more, the wider the relationship between them (Qavanloo Qajar,
2011).

2.2. EMPOWERMENT

Life and survival of any organization greatly depend on the abilities, skills, expertise, knowledge and
expertise of human resources, managers of organization and the people are more prepared better able to
contribute in improving the efficiency of the organization. Today, all organizations are affected by some
form of rapid technological progress, to maintain its life have to change in line with the progress in all
aspects of organization. Infrastructure and the starting point of all this change, is empowering and
employing of human resources (Akbari Languri et al., 2013).

Contemporary organizations away from traditional hierarchical structures and move towards a flexible and
dynamic structures have reached the conclusion that human relationships and social dynamics has the
utmost importance. In the meantime, many organizations, the solution detects and empowerment programs
have tried to correct the variables affecting individuals, education powerful staffs is their most important
priority. Employee empowerment can be an effective strategy and performance improvement of human
resources to be introduced. Empowerment as a mechanism to achieve cooperative management, the
provision gives the responsibility to the teams and individuals. Strength training and experience-based
knowledge and thinking can be effective in the empowerment process and promote a culture of learning
play an important role. Employee involvement in business affairs and allowing them to participate in
management processes, attention to the creativity and engagement, innovation, development and
expansion of deserving individuals and team and qualified in many aspects of their performance leads to
employee satisfaction and organization (Blanchard et al., 2002).

Given the importance of human resources as a factor of development agencies and appropriate manpower
shortage and taking into account the need for organizations to efficient human resources, organizations to
gain competitive advantage against competitors and customer satisfaction are forced to pay attention to the
empowerment of employees. These are issues that in most cases they ignore serious problems for
organizations to have delivered there. Employees who see themselves as a business owner will need to feel
more connected with the organization. Many of the organization's human resource problems through clear
and explicit attention to these issues will be resolved (Akbari Languri et al., 2013).

Today empowerment as one of the most useful tools improve the quality of workers and increase
organizational effectiveness is considered. Scholars change management and organizational development,
human resource empowerment as a strategic impact on performance and improvement of human resources
has been introduced and believe that the empowerment of human resources is one of the new age attitude
that today is used by organizations and a response to the critical need for modern management (Nassiri et
al., 2012).

Empowerment perception of the presence or absence of empowerment and learning overall conditions of
employees in organizations that reflect the psychology interpretation or employees, is shown. In fact,
empowerment perceptions and attitudes of employees in the workplace, colleagues, organization and
institutional position in its post and staff participation in organizational decision-making and delegating
work refers that acceptable results in order to increase productivity and efficiency work (Batangar, 2007).

Empowerment also includes encouraging and developing their skills for relying on respectively.
Empowerment is an opportunity for independence, a sense of confidence, to achieve perfection and create
opportunities for increasing of capabilities and skills of individuals. Empowering the authority to make
decisions from the top down in the organizational hierarchy, resources and information for employees
develop their activities and create links between staff participation in the organization focuses structure
(Sumi, Sherikomar, 2008).

Empowerment, is learning of how to work with others that rely less on the director and the function of the
authority, resources, information and responsibility (Newsom et al, 2008):
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Empowerment=F (A, R, |, A)l1

Enabling is new and effective technique for improving organizational productivity by utilizing the staff.
Staff through knowledge, experience and motivation lies the strength and empowerment in fact free up this
power. The use of human resources potential is huge advantage for any organization. Studies show that
people with strong capital are great for organization and management. Because they are self-directed,
reliable and ability to adapt to internal and external changes (Akbari Languri et al., 2014).

Empowering is a state of intrinsic motivation in relation to the job definition that includes four internal
thought and its expression of people's willingness to work roles. The internal assumptions include: means
render, competence, effectiveness and choice (Newsom et al., 2008).

The aim of empowerment is that the adoption of elements of the environment, knowledge, perceptions and
features of individual employees, transferred power to them and their potential to the actual. The purpose
of empowering of their employees is that they know the owner and the need for belonging and affiliation
with all understand (Plate et al., 2011).

According to the study of Jaafari and Noori (2014), empowerment is formed of the five components
"significant, competence, independence, effectiveness and trust in others". In continue we define and
explain each of these components:

*Meaningful: significant chance that people feel important and valuable pursue career goals, they feel that
moving on the road that their time and energy is worth. Meaning is the value of internal individual career
goals and interest in the job. Significant correlation between job requirements and beliefs, values and
behaviors.

*Competence: competence refer to the degree that a person can do the job with skill and successfully.
Empower people not only feel worthy, but feel confident that they can do things with sufficient. They feel
their personal excellence and believe that can meet the challenges of a new way to learn and grow.

*Self-Determination: Self-Determination or choice capability means freedom and independence in
determining activity refers to carry out the job. Experience the feeling of independence means the choice
made at the beginning of activities and personal activities. Independent activity, including that associated
with a feeling of freedom and choice experience. Self - Determination is a type of psychological need.

*Impact: impact or effectiveness or accepting personal consequences where that person can affect the
results of strategic, administrative and operational jobs may be affected. Inability to influence the opposite
effect. This dimension refers to the degree to which behavior is seen in the implementation of different
career goals, this means that the expected results have been achieved in the business environment.

*Trust in Others: self-interest, competence, openness and trust in others is concerned. Empowering
people with a sense of confidence and know that they will be treated fairly and honestly, they are
confident that their owners with a neutral authority will behave, in other words, trust means having a sense
of personal security (Jaafari, Nouri, 2014).

3. AREVIEW OF PREVIOUS RESEARCH

Abdollahyan and Hasheminia in 2015 with the aim of providing employee empowerment model on the
verge of retirement in order to optimize retirement in Educational system of Shahrood did a study. The
results showed that psychological factors, financial factors and economic, social and family factors as well
as physical and spiritual factors on empowering of employees nearing retirement after retirement has a
significant effect.

Authority * Resources * Information * Accountability !
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In 2014 Naderi Behdani and Noe Pasand Asil in a study survey field management factors such as age,
education and work experience on empowerment and innovative behavior was investigated. According to
the results obtained with the exception of the education factor, other factors may not significantly in
empowering disorders or innovative behavior. Due to the low scores at the end of their empowerment and
employees' innovative behavior and due to environmental changes and increasing global competition
suggested that organizations implement two plans to increase these variables.

Wilcox in 2014 in an article entitled "Social engineering through social networks: a review of corporate
security." survey the amount of security exploits on social networking sites by using social engineering. At
first he used social engineering techniques to define and then to evaluate its impact on the organization's
information security. His three areas of information threats to people, processes and technology division
and explanations provided about any threat.

In 2014 parsley and light the relationship between knowledge management and employee empowerment in
Computer Research Center of Islamic Sciences began. The results are positive relationship between
knowledge management and aspects of empowerment (includes a sense of meaning, feeling independent,
feeling the impact, a sense of trust in others) stated that, while the relationship between knowledge
management and competency feel rejected. Moreover, Friedman test for ranking the importance of
hypotheses and questions were used. In the end, their recommendations based on the results provided to
managers and staff, as well as future studies.

4. CONCEPTUAL MODEL RESEARCH

The model used in this study, a compilation of models presented in the study of Jaafari and Noori (2014)
and Panahi et al. (2012). According to the study, Jaafari, Noori (2014), empowerment of the five
components of “significant, competence, independence, effectiveness and trust in others” have been
formed. Also according to the study Panahi et al (2012), the use of social networks of the five components
of "social interaction, share experiences, informal relationships, observations, mutual trust” has been
formed. Thus, the concept study will be as follows:

—_—

fSocial Networks® Empowerment
iSocial Interaction Meaningful
{Share experiences Competence
lInformal relations SelffDeterminant

{Observations The Impact

IMutual trust Trust JJj Others

Figure 1. Conceptual model of study

5. RESEARCH METHODOLOGY

This is an applied research. The reason for this, it is to verify the relationship between the dependent and
independent variables of research and practical recommendations. The study also included research
approach, the class is described as describe and explain relationships between variables pays to be able to
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determine the outcome of the investigation. Finally, the development of theoretical and conceptual
foundations of this study, long-term applications of this research was to imagine. That's why researchers
from the survey that the most common form of research in the humanities, has been enjoying.

The population in this study included all high school students in District 11 of Tehran in the school year is
2015-2016. The method used for sampling, the sampling method was used to determine the total number
of samples of Cochrane. Therefore, the sample size is 198. Also, due to the existence of 14 schools in the
district 11 in Tehran, the distribution of the sample by weight will crowd each school.

In this research, library resources and documentation to collect scientific data library as well as regular
questionnaires or containers to collect field data is used. The main tool for data collection, is questionnaire
with Likert response scale with 5-valued. Each questionnaire consists of two parts: descriptive data
(demographic) and analytical (closed questions).

Its validity was confirmed by using face validity. For this, ten teachers and technical experts were
consulted regarding the validity of the questionnaire that endorsed its validity. Its reliability by using
Cronbach's alpha was confirmed.

To check analytical test Klomogro - Asmirinov to check the normality of variables, and Pearson
correlation and linear regression analysis using SPSS software has been used to examine the relationships
in the model. The Excel software was used to calculate descriptive parameters.

6. RESEARCH FINDINGS

Descriptive statistics collected field data showed that the majority of students responding to the
questionnaire, are in the age range 30 to 40. Also, 58% of teachers were male and 42% were female. Also
about 49 percent ha had bachelor's degree and most frequently found in this respect.

But in inferential statistics, hypothesis (a hypothesis and five hypothesis) were studied. Table 1 shows the
results of testing with a confidence level of 95% (significantly lower coefficient of 0.05) is shown:

Table 1. The results of analytical tests

Result S'gmf'?ant Explanation Hypothesis
coefficient
Between social interaction in social networks and .
. . R First
Confirm 38% empowerment of teachers there is a significant S
- . . subdivision
positive relationship.
Between share experiences on social networks and
. R The second
Confirm 30% empowerment of teachers there is a significant S
L . . subdivision
positive relationship.
Between informal relationships on social networks and .
. L The third
reject 102% empowerment of teachers there is a significant L
. . . subdivision
positive relationship.
Between observations on social networks and
. S The fourth
Confirm 27% empowerment of teachers there is a significant s
- . . subdivision
positive relationship
Between the mutual trust on social networks and .
] - L The fifth
Confirm 29% empowerment of teachers there is a significant .
- . . subdivision
positive relationship
Confirm 20% Between the use of soc!al r_we:\tworks a_nf:i empovyerme.nt The original
of teachers there is a significant positive relationship

Source: Author
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7. CONCLUSIONS
According to a survey conducted in the previous section, five of the six hypotheses hypothesis (ranging

from four main hypotheses and a theory) was approved. Accordingly, it can be concluded that the use of
social networks to empower teachers (teachers) School of District 11 of Tehran is effective.

In fact, from the perspective of teachers, increasing the use of social networks, enabling them to improve
helps. The following practical suggestions for improvement in empowering school teachers are offered:

« Institutionalization of teaching and learning through social networks

« Develop communication channels between teachers and students to communicate

« Providing pages on social networking sites to join the teachers and the students in them

* The freedom and authority to teachers

» Participation of teachers in decision-making

* Open horizontal communication among teachers through social networks

* Increasing the employment relationship between teachers via social networks

« Create a culture of consultation and exchange of ideas among teachers

» Team learning skills through participation in social hetworks

« Providing a virtual conference with one of the teachers' responsibility to others through social networks

» Preparation of pages on social networks as questions and answers between teachers on teaching
techniques and scientific questions

* Preparation of pages on social networks between teachers and students for questions and answers

« Evaluation of teachers' activity on social networks and consider compensation for those who have
made significant and useful activities

« Providing a virtual conference with one of the teachers' responsibility to others through social networks
« Inviting teachers to participate in social networks related to work

« Considering incentive programs for the educational participation in social networks.
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Abstract

Studying factors affecting audit fees are important in terms of its impact on audit quality. Audit fees affect planning
and implementing appropriate and financial audit quality. Determination of factors affecting audit fees in complex
financial statements helps clients better understand the benefits of this service. In this study, to study the research
variables two hypothesizes are assessed and variables include the amount of debt, non-specialist auditors, the
complexity of financial statements, degree of auditor specialty, audit fees. In this study, regression model with time-
series data was used. So, the performance of financial years 2008 to 2014 of admitted companies in Tehran Stock
Exchange was studied. The results of this study include There is a significant relationship between specialty of audit
and audit fees in companies with complex financial statements, and there is a significant difference between specialist
and non-specialist audit fees in companies with complex financial statements.

JEL classification: G10

Keywords: Audit fees, Auditor expert in industry, Complex financial statements, Independence auditor

1. INTRODUCTION

Understanding factors affecting audit fees is important for both auditors, and their clients and people who
matter policy and rule in audit profession (Nikbakht, Tanani, 2010). Auditors who know these factors can
price their services appropriately (Geest, 2014). The importance of this issue, especially in recent years
and after formation of Iranian Society of CPAs in our country is more common because after formation of
the society, the exclusivity of market audit has been broken and severe competition has been created
among auditors (Rajabi, Mohammadi Khashooee, 2008) In such circumstances, an auditor is successful, if
according to the characteristics of the entity, he can best estimate the fees, in addition to maintenance of
the quality of work, do it with minimal costs (Nikbakht, Tanani, 2008). In our country, the way to
determine the audit fees has been turned to a problem and confusion of audit services pricing caused no
basis to determine the remuneration of financial audit and sometimes professional judgment of auditors
lead to incompatible suggestions that are not fit together (Nikbakht, Tanani, 2008). Therefore, this study
aimed to determine the auditing what factors affect Iranian financial audit fees. Determination of these
factors can help somehow the integrity of the market and reducing the confusion of this profession.
Studying factors affecting audit fees in terms of its impact on audit quality is important. Audit fees are
effective in planning and implementation of appropriate and financial audit quality. Low audit quality may
reduce the confidence of financial statements users, and this matter not only leads to failure achieving
audit goals, but also reduction of credibility of audit process in broad terms and prevention the efficient
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allocation of capital in Securities and increase of capital and financing (Rajabi, 2004). In fact, auditor by
knowing these factors will be able to obtain reliable and uniform standards which through commitment to
be used by all auditors, specific cohesion and order in the profession about fees will be created. In this
case, it will lead to reduce damage to audit due to market look at it (Mousavi, Darooghe Hazrati, 2011).

Studying factors affecting audit fees in terms of its impact on audit quality is important. Audit fees are
effective in planning and implementation of appropriate and financial audit quality. Low audit quality may
reduce the confidence of financial statements users, and this matter not only leads to failure achieving
audit goals, but also reduction of credibility of audit process in broad terms and prevention the efficient
allocation of capital in Securities and increase of capital and financing (Rajabi, 2004). In our country, the
way to determine the audit fees has been turned to a problem and confusion of audit services pricing
caused no basis to determine the remuneration of financial audit and sometimes professional judgment of
auditors lead to incompatible suggestions that are not fit together (Nikbakht, Tanani, 2008). Therefore, this
study aimed to determine what factors affect Iranian financial audit fees. Determination of these factors
can help somehow the integrity of the market and reduction the confusion of this profession.

2. RESEARCH METHOD

As mentioned, the main goal of this research is to evaluate the relationship between audit fees of auditors
specialty in industry and complexity of financial statements (about the companies admitted in Tehran
Stock Exchange). Therefore, the performance of financial years from 2008 to 2014 of these companies has
been studied. In an overview, this research was a field study, and causal-comparative correlation or
experimental. To select the statistical sample of this research, omissive sampling method is used. In a way
that of research population that includes all companies admitted on the Tehran Stock Exchange, the
following criteria are considered.

1. -The companies were admitted in the Tehran Stock Exchange at least from the early 2008.
2. -The companies are not of investment and inter-mediation companies.

3. The companies that have not changed their fiscal year during the period of research.

3. LINEAR REGRESSION MODEL

In this study, regression model has been used to investigate the relationship among the variables.
Regression analysis is the most commonly used methods in statistical techniques. At first, the analyst
estimates that there is a relationship between two variables and then collects little information about the
two variables. Data are time-series that Stationary tests have been used for stationary or non-stationary. In
time series models economic variables are predicted and modelled only using the information contained in
past and current values and disturbing components. While structural models are multivariate in nature and
try to explain changes of one variable on the base of changes of other variables. Time series models
include autoregressive models, moving average models, ARMA, ARIMA, ARCH models and so on. A

strong stationary process is a process that for each time series

the following relationship has been established.
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Where in F the common distribution function is a set of random variables. This relationship also suggests

that probability of measuring sequence of " for each K is similar to Yened . In other words, a time series is
stationary when the distribution of its values is constant over time. It means the possibility that it is in
certain distance in present time is the same as any other time in the past and future. Generally, two non-
stationary types in mean and non-stationary variance can be mentioned. Due to the difference between
steady and unsteady series, each of these time series will have certain influences on the variables. It should
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be noted that a shock or flap in stationary time series is essentially temporary and its results will be
removed during the time, while a shock to non-stationary time series will have permanent effects.
Research regression model and variables have been shown below.

AUDIT - FEE
A, SPECIALIST 4 a,SCALE + aFM COMPLEXITY
LaFn COMPLEXITY « SPECIALIST + ayFN
COMPLEXITY » SCALE + a, SPECIALIST » SCALE
+ - FN — COMPLEXITY » SPECIALIST » SCALE + B°X

IMR 4 Industry fixed e] [eacts + Year [ixed e[ [ects

¢

- aerror

Tablel: Variables used in research

Explanation Variables Row
Auditors fees in complex financial statements AUDIT — FEE 1
The amount of applying auditors from auditing firms IMR 2
Type of industry Industry fixed effects 3
Number of activity years to years studied by auditors Year fixed effects 4
tha_tl liability (both short time and Ion_g time) that are Scale 5
divided to total assets to remove the impact of scale
Complexity of financial statements FM-COMPLEXITY 6
Specialists auditors SPECIALIST 7
The natural log of audit and specialist variables, scale, and
mplexi 2
determine ac\?arigkfle ?r/]at represent FN — COMPLEXITY 8
auditor fees.
Natural log of audit fess in Rial B'X

Source: Author

4. RESULTS

In this research the companies admitted in Stock Exchange which have activated since 2008-2014 were
evaluated. To analyze the data, they are made normalized. In other words, a researcher may face situations
that data features include values which are in different scopes. These features with large values may have
more effect in cost function than features with low values. This problem will be resolved by normalization
of features so that their values be in the same domain.

Table2: Descriptive results of research variables

. Skewnes Standard maximu minimu .
Elongation mean - Variable
S deviation m m
0.3214 2.2145 3.654 0.985 8.5643 1.0234 Total liability
0.365 2.989 2586 | 3214 15.475 2.99 N“mbe;e‘;frs"j‘c“"“y
0.1236 1.325 1854 | 1.23 8.654 21 Non-specialist
auditors
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. Skewnes Standard | maximu minimu .
Elongation mean - Variable
S deviation m m
0.214 2.3256 7.58 6.632 9.2145 3.21 specialist auditors
0.653 1.0365 2.323 1.123 13.265 2.356 Auditor fees
0.254 1.235 2.36 1.235 54.25 21.25 Auditors' specialty

Source: Author

According to the results of descriptive statistics variables, total liability with skewness (2.2145) that is
positive and is between +3 and -3and elongation (0.3214) positive and between +1 and -1, we can
conclude that it has a direct effect on the equation. Number of activity years with skewness (2.989) that is
positive and between +3 and -3 and elongation (0.365) positive and between +1 and -1, it can be concluded
that it has a direct effect in our equation. Non-specialist auditors variable with skewness (1.325) that is
positive and between +3 and -3 and a kurtosis (0.1236) positive and between +1 and -1, has direct effect
on the equation. Specialist auditors variable with skewness (2.3256) that is positive and between +3 and -3
and kurtosis (0.214) positive and between +1 and -1, it can be concluded that it has a direct effect in our
equation. Audit fees variable with skewness (1.0365) that is positive and between +3 and -3 and kurtosis
(0.653) positive and between +1 and -1, it can be concluded that it has direct impact in our equation. The
auditor specialty with skewness (1.235) that is positive and between +3 and -3 and kurtosis (0.254)
positive and between +1 and -1, it can be concluded that it has direct impact in our equation. The
correlation coefficient shows the degree of a link between a variable pair. In this study the most
appropriate type of coefficient

Correlation for exploring the linear relationship between two variable pairs is Pearson correlation
coefficient. Because all variables are inter-related. The value of this coefficient varies between -1 to 1, that
1 means perfect positive correlation, zero means absence of coefficient (lack of coefficient) and -1 means a
perfect negative correlation. This coefficient is equal to the covariance between the two variables divided
by the standard deviation. Table 3 shows the Pearson correlation coefficient between pairs of variables.

Table3. Correlation Test

Non- Number
Auditors’ Auditor specialist L of Total .
. : specialist R A Variable
specialty fees auditors . activity liability
auditors
years
0.153 0.142 0.182 0.188 0.117 1 Total liability
0.2588 0.135 0.172 0.363 1 Number of
activity years
0.254 0.187 0.139 1 Non-specialist
auditors
0.236 0.177 1 specialist
auditors
0.2145 1 Auditor fees
1 Auditors'
specialty

5. STATIONARY TEST

Source: Author
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In this research, Levin, Lin and Chu (LLC), Imm and the sons and Shane (IPS) tests, and Fisher test for
Dickey Fuller test and Fisher test to test Phillips Perron were used. Results showed that all studied
variables according to Levin, Lin and Chu (LLC), Imm and the sons and Shane (IPS) are stationary with
no difference. Time difference in stationary test shows the level and degree of stationary of research
variables. In fact, if a variable is non- stationary and becomes stationary by one differencing, the stationary
variable is called 1 degree or namely I(1). Variables are stationary without differencing, therefore they are
in stationary level or so-called 1(0). If the significance level of stationary test is less than 0.05 percent, it
may represent the stationary of this variable. In addition, to being a stationary variable, the test statistic as
the absolute value must be greater than the number 2, that the significance level and the test statistic is so.

5.1.RESEARCH HYPOTHESIS TEST

The first hypothesis states that ** There is a significant relationship between auditor specialty and
audit fees in company with complex financial statements".

HO: There is no significant relationship between auditor specialty and audit fees in company with complex
financial statements.

H1: There is a significant relationship between auditor specialty and audit fees in company with complex
financial statements.

Since research data is a combination of cross-sectional data (Companies) and time series, therefore, before
estimating pattern (1), for selecting between synthetic or sectional data, F Limer test is used. Accepting the
null hypothesis is considered as data arrangement in cross-sectional way and rejecting the arrangement in
synthetic method (panel). The results of this test have been shown in table below.

Table 4. Results of Limmer and Hausman test (pattern 1)

- Degree of | Amount of | Name of
Result Possibility freedom test test Pat
F
Using panel data 0.0000 63378 155402 limmer | ter
. . . n
Model estimation method is random 0.002 3 46391 Hausma
effects. n

Source: Author

So because the probability of F Limer statistics is less than 5%, the null hypothesis of Limer test, based on
sectional data usage is rejected, and shows that the type of our data is panel. To determine the type of
estimating the regression pattern Hausman test is used. Accepting the null hypothesis of this test indicates
that the estimation method of the model in this study is random-effects model that its results have been
presented in Table **. To test the first hypothesis a multiple linear regression model is used. According to
the results, Pearson correlation coefficient between auditor specialty and auditor fess variables is 0.177,
this number shows a significant relationship at 5% error level between the two variables and the null
hypothesis at error level 5 percent is rejected and the correlation between these two variables is confirmed.

A: Studying the validity of the residuals

To study the autocorrelation in the variables, Durbin-Watson statistics is used, if the values of these
statistics are at interval between 1.5 to 2.5, the assumption of existence of remained sentences is rejected.
According to the results of above table the amount of this statistics is 1.67. So there is no autocorrelation
model in remained sentences. Since the residuals of linear panel model are from dependant variable, and
on other hand, the normal distribution has linearity properties. Therefore, we can examine the normality of
pattern variable, i.e. the specialty of auditor to test the normality of residuals. This hypothesis is examined
using the Kolmogorov-Smirnov test (k-s). The significance level with 0.695 value is more than 5 percent,
therefore the null hypothesis on normal distribution of auditor specialty variable and the normal
distribution of the residuals can be accepted.

B: Studying validity and power of pattern
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Fisher F statistics: to accept the significant assumption of the whole model or in other words, a linear
relationship among the independent and dependent variables F Fisher test is used. The null hypothesis of
this test shows that there is no linear relationship between independent and dependent variables. The
results of tables with a significance level of zero (below 5%) indicate rejection of the null hypothesis with
95% confidence, in other words, generally, there is a significant linear relationship among independent and
dependent variables and the model has sufficient validity to analyze the results.

Adjusted coefficient of determination: This coefficient is equal to the coefficient of determination,
probably one of the reasons of lack of the coefficient of determination and the adjusted coefficient of
determination is the absence of additional variables that having no effect of significant differences on
dependent variable leads to false increase in the coefficient of determination.

Table 5. Results of the first hypothesis test

index (vif) Result Sig;lg\i/f;fance T statistics ;ég#ﬁ?;iis Variable
1.7655 significant 0.0000 12.8001 4.3652 o
1.8945 significant | 0.0041 0.9787 0.2528 S'&%?;tlft;
1.828 significant 0.0000 8.221 3.0758 Fees
p-value value test Value
0.037 0.695 K-S 0.61 R?
0.000 15.8520 F fisher 0.59 Adjusted R?

1.67 D-W

Source: Author

R? in researches should be between 0 and 1 which in our test is 0.59 that confirms the test, kolmogorov-
smirnov must be equal to or greater than 0.695 in normal data. Durbin-Watson used in research must be
between 0 and 4 which is 1.67. So it can be concluded that there is a significant relationship between
specialty of auditor and auditors fees in companies with more complex financial statements.

The second hypothesis states that " there is a significant relationship between specialist and non-specialist
auditors fees in companies with more complex financial statements.

HO: there is no significant relationship between specialist and non-specialist auditors fees in companies
with more complex financial statements.

H1: there is a significant relationship between specialist and non-specialist auditors fees in companies
with more complex financial statements.

Because the probability of calculated F Limer statistics is less than 5%, the null hypothesis of Limer test,
based on use of sectional data is rejected and indicates that our research data are panel data. To determine
the type of estimation of regression model, Hausman test is used. Confirming the null hypothesis of this
test indicates that the estimation method in this study will be a random-effects model. Since Hausman test
probability is less than 5%, fixed effects method is used to estimate the model. To test the second
hypothesis, a multiple linear regression model is used. The dependent variable of specialist and non-
specialist audit fees is evident. According to table (3-4) Pearson correlation coefficient between specialist
and non specialist audit fees is 0.236, this value shows a significant relationship between the two variables
at error level 5 percent and HO is rejected at error level 5 percent and confirms that there is correlation
between these two variables and also adjusted coefficient has been calculated.

-Studying residuals’ credit:
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1- Autocorrelation: To study the autocorrelation in the variables, Durbin-Watson statistics is used, if the
mount of these statistics is at interval between 1.5 to 2.5, the assumption of existence of remained
sentences is rejected. According to the results of above table the amount of this statistics is 1.91, So there
is no autocorrelation model in remained sentences.

2- Normality of residuals: Since the residuals of linear panel model are from dependant variable, and on
the other hand, the normal distribution has linearity properties. Therefore, we can examine the normality of
pattern variable, i.e. the specialty of auditor to test the normality of residuals. This hypothesis is examined
using the Kolmogorov-Smirnov test (k-s). The significance level with 0.415 value is more than 5 percent,
therefore the null hypothesis of normal distribution of auditor specialty variable and the normal
distribution of the residuals is acceptable.

3- Co-linearity: co-linearity means existence of intense relationship among independent variables used by
test statistics. Values below 10 for this statistics confirm lack of co-linearity among the independent
variables. In above table all values are within the permitted range.

B: Studying validity and power of pattern

Fisher F statistics: to accept the significant assumption of the whole model or in other words, a linear
relationship between the independent and dependent variables F Fisher test is used. The null hypothesis of
this test shows that there is no linear relationship among independent and dependent variables. The results
of tables with a significance level of zero (below 5%) indicate rejection of the null hypothesis with 95%
confidence, in other words, generally, there is a significant linear relationship between independent and
dependent variables and the model has sufficient validity to analyze the results.

Adjusted coefficient of determination: This coefficient is equal to the coefficient of determination,
probably one of the reasons of lack of the coefficient of determination and the adjusted coefficient of
determination is the absence of additional variables that having no effect of significant differences on
dependent variable leads to false increase in the coefficient of determination.

Table 6. Results of second hypothesis

0.0000 Prob(F-statistic): 22.1862. F-statistic:

Inflation Significance T Variables' 8
index (vif) s level statistics | coefficient el

1.254 significant 0.0000 11.587 3.4227 Bo

1.863 significant 0.0000 3.3233 0.7684 Specialist auditor fees

1.681 significant 0.0000 8.2094 2.9967 Non-Specialist auditor fees
p-value significant Test value

0.044 0.415 K-S 0.69 R’
0.0000 22.1862 F fisher 0.67 Adjusted R?

1.91 D-W

Source: Author
6. CONCLUSIONS

Audit fees are effective in planning and proper implementation and financial audit quality. Low quality of
audit will reduce the confidence of financial statements users, this matter not only leads to failure at
achieving audit goals, but also reduces the credibility of the audit process in broad term and prevents the
efficient allocation of capital in security market and capital cost increase and financing. The auditor's
specialty in an industry includes creation of constructive ideas to help (creating value-added) to clients, as
well as providing new ideas and solutions for some issues that employers face in their associating
industries. One of the main policies of the auditor is increasing his ability to meet different needs of
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customers so that he can reach to acceptable level of competitive differentiation against his competitors
and through it, he can have exclusive customers and, ultimately, create economic rents. Increase in the
level of auditor specialty at client industry provides appropriate context for covering different customer
needs of customers and allows the auditor to provide distinct strategies to present services to a broad group
of customers with similar characteristics. There is a direct relationship between auditors fees and studying
complex financial statements and the more complex financial statements, more specialized auditors, and
more fees. Auditing companies employ specialized auditors for many years and thus a specialized auditor
remains more time than non-specialist auditor in an organization, and this work duration may be resulted
from his better performance, as we compare work time worked of an auditor with another one that all
indicate their specialty. And a specialist auditor fees is more than a non-specialist auditor. There is a
significant difference between independent auditor's view and administrative managers about client-
specific variables. There is a significant difference between independent auditor's view and the
administrative managers about audit-specific variables.

Reject/confirm Hypothesis
Confirm There is a significant relationship between auditor specialty and audit fees in
company with complex financial statements.
Confirm There is a significant difference between specialist and non-specialist auditors fees
in companies with more complex financial statements.

Source: Author

Krishnan (2012) studied the effect of industry specialization of auditor on the amount of do's and don'ts
about audit fees and its effects on auditor’s fees increase on workload, studying variables such as financial
leverage, profit and loss, company volume, company size, number of sub-categories and etc. He concluded
that this ratio should not be accepted so much and they should determine wages themselves. Lobo, Zhao
(2013) studied the relationship between auditing efforts and financial report distort. The results showed
that there is a negative relationship between audit fees and re-presentation after control to adjust the audit
risk. Thus, in customer retention incentive, there is a negative relationship between audit fees and fraud.
Darooghe Hazrati, Pahlavan (2012) studied an article entitled the relationship between the quality of audit
reports and audit fees in companies admitted in Tehran Stock Exchange. In this study they followed a
question that whether there is a significant relationship between the quality of audit reports and audit fees?
For this, the required data has been gathered from 54 companies from Tehran Stock Exchange, in the
period from 2003 to 2009. Statistical methods used for hypothesis testing is multivariate regression. This
study consists of 4 hypotheses examining the relationship between profit management, provisions
provided in audit report, the auditor and the board composition with the amount of audit fees. The results
show that four factors have direct and significant relationship with audit fees.
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Abstract

The purpose of this research is Identifying the factors and investigating the relationship between financial risk and
unusual return share in the banks of the Tehran Stock Exchange. In this research, a concept called the coefficient of
earnings response as the ratio of the unexpected gain on unusual profits of banks as a criterion for logical decisions of
investors and other financial users were studied. In this study present commercial banks in the Stock Exchange
between years 2011-2015 were studied and used the factor analysis technique to reduce 18 financial ratios to
calculate the risks to be included in the regression. Present research demostrate Credit risk, interest rate risk,
Liquidity risk and Capital adequacy as effective factors relationship between financial risk and unusual return share
in the banks of TSE. Also, the results indicate that there is a positive and relevant effect of liquidity risk and credit risk
on abnormal returns of banks and also two other risks (Interest rate risk and the risk of capital adequacy) have no
great effect on abnormal returns of banks.

JEL classification: G32

Keywords: Liquidity risks, Credit risk, Unpredictable profit, Abnormal returns.

1. STATEMENT OF THE PROBLEM

One of the most important items of financial reporting is announcement and diffusion of profit which may
have attracted the attention of all stakeholders, including investors. The profit of one business unit is
always used and evaluated by a wide range of investors, creditors, accounting professions, financial
managers, stock market analysts, and so on. Also, the most important source of information for investors,
creditors and other users of banks information in the stock market is the forecast of profit provided by the
management of banks at certain intervals. Use of management judgments creates the opportunity to
manage profits. In this way, managers choose methods or perform estimates that accurately reflect the
economic situation of companies under their management (Noroz Beygi 2015). Investors in the capital
market show different responses to profit news, and as a result, their expectations are based on published
news. The announcement of profit is one of the information published in the market that causes the stock
price changes and, as a result, causes the returns changes and causes the real- returns difference with
expected returns that this is due to the unusual returns. Unusual returns change toward unexpected profits
changes over time that the process of increasing or decreasing returns or unexpected profits has a slow and
gradual movement which can be done randomly or predictably, which lasts a few months after the profit
announcement. (Saghafi 2004). Risk is the likelihood of a change in the benefits and advantages foreseen
for a decision, an event, or a state in future. The probability is not to be sure of changes. If there were
sufficient assurance of change, there would have been a change in the scope of the expected benefits and
advantages while the impossibility of predicting the probability of change makes it a risk to the advantages
and benefits. Change refers to any reduction or increase in interest. In the sense that it is not merely the
undesirable changes covered by the risk framework. Rather, the optimal changes in this sense are also
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within the framework of risk. The decision, event, or mode of reference refers to voluntary and involuntary
conditions in which the risk prevails. A decision may be made voluntarily; its benefits and advantages
evaluated, and the particular risk prevail on its advantages and benefits. On the other hand, the event or
state in the future may be deliberate and the predictions of its advantages and benefits are subject to the
possibility of change. The risk arising from the balance sheet structure includes segments such as assets,
asset structure, and asset and liability management. In this area, more attention is paid to how the various
combinations of assets in the balance sheet are. In other words, whether the combination of assets that are
likely to change their value in the future is more or there is a significant degree of stability required for
most of the assets in the combination. The ratio of fixed assets to current assets, the ratio of financial assets
to physical assets, the volume of financial assets, is one of the indicators for assessing this type of financial
risk.

Studies show that abnormal returns can be affected by corporate financial information. In other words, a
number of investors have not been able to calculate the expected return rate using a number of financial
ratios due to the lack of knowledge of cyber investors about this relationship, this information is not
reflected in the real stock price and it creates additional returns for that group of investors who have been
aware of this relationship. . Accordingly, if most investors are aware of the existence of this relationship,
the abnormal returns in the capital market will be reduced to some extent and so the market efficiency will
increase. As a result, the identification of financial information published and its relationship with
abnormal returns is very important. (Bahram far 2004).

Risks in each area has Capability to be mentioned that one of the most important of this area is banks;
Because the banks, on the one hand, collect the people's capital responsible for it and, on the other hand,
use these funds to carry out banking operations and activities (Mehrabi2010). The nature of risk in the
banking system due to factors such as the number and variety of banking operations, the different nature of
this operation, the status of the bank’s capital and its limitation, the preservation of the interests of the
bank's shareholders and depositors, the depositors' resources and the frequency of their resources, and the
lack of sufficient expertise in the areas of resource management and registration of high financial
operations are completely different from the risk in other economic units and all this requires that risk
management in banks is more sensitive, complex and more difficult than risk management in other
economic units. In this research, the researcher is seeking to find out whether the relationship between the
coefficient of profit and financial risk (liquidity risk, credit risk, capital adequacy risk, interest rate risk)
and the unusual return on the shares of the commercial banks accepted in the stock exchange there is?

Background of the research

Chang Acehan (2015), "Investigating the Effect of Liquidity Risk on Internal Banking Performance
Showed that liquidity risk is determinative of the bank’s internal performance and the causes liquidity risk
to include current assets and dependence on foreign funds, regulatory factors and macroeconomics and
liquidity risk reduces the bank's profitability because of increasing the cost of funds, but increases the
margin of net interest. Chang and Nasir (2014), "A Study of the Determining Factors the Unusual returns
Stock Banks Efficiency for Examples of Malaysian and Australian Banks in the Period 2000-2012" The
results of the study showed that accounting profit is a variable price-related that has a simultaneous effect
on the stock price of a bank.

Chang & Ariff (2013), "Investigated the Effect of Banking Risk Detrimental Factors on the Growth Rate
of the profit Reaction Coefficient”, The results showed that the determinants of bank risk affect the
magnitude of the earnings response coefficient and, in particular, the risk factor of banks, has a significant
role in the relationship between returns which suggests that this is an important factor that should be taken
into account in valuing the stock price of a bank. Pornamasary (2012) "Investigated the Relationship
between the Risk of Non-Payment of Debt and return on investment on Indonesian Banks" In this
research, which was conducted on 22 Indonesian commercial banks between 2008 and 2010, it was
concluded that the relationship between the risk of non-payment of debt and negative returns on
investment is negative, but the growth opportunity factor has a significant effect on it. Also, two financial
risks do not have a significant effect on return investment. Chang and Nasir (2010) conducted a study to
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investigate the relationship between financial risk, price risk, market risk, and earnings response rate of
Chinese commercial banks and the results of their research indicated that there is a significant relationship
between financial risk, price risk, market risk and profitability coefficient. Chena, Lia and Vanga (2010),
"studied an Influencing Extensive Information on the Abnormal returns that create to rivals." In this study,
conducted in Hong Kong, they examined 47 countries (19 years) from 1990 to 20009.

Chang and Nasir (2009), "Investigated the effect of size of a company on stock prices at time of
publication of stocks.” This effect was measured by the coefficient of earnings response, and the result
was that the standard unexpected returns and the size of the company had a negative relationship.

Chang and Nasir (2008) determined factors abnormal return of bank shares for an example of Malaysian
and Australian banks during the period 1998-2006" results showed that accounting profit is a variable
price-related that has a simultaneous effect on the stock price of a bank.

Akml and Saalm (2008) investigated in an article on "Technical Efficiency of the Banking Sector in
Pakistan" and by using information from 30 public banks, 18 local banks and 8 foreign banks and factor
analysis method of two-stage data Investigates the effects of bank specific factors, and macroeconomic
factors on bank efficiency. In the first stage, the factor analysis method was used to estimate the technical
efficiency and scale, and then, by using Tobit's regression, investigated macroeconomic and specific
banking effects. The results of the study showed that banking efficiency has improved since 2000 and
foreign banks were more efficient than local private banks and public banks.

Veek (2004), "Investigated the nature of risk in the banking system ", the research showed that the nature
of risk in the banking system due to factors such as the number and variety of banking operations, the
different nature of this operation, the status of bank capital and its limitation, the preservation of resources
of bank shareholders and depositors, the status of depositors' resources and its frequency, and lack of
expertise in the areas of resource management and record high financial operations is quite different from
the risk in other economic units and all of these necessarily require risk management in banks to be more
sensitive, complex and more difficult than risk management in other economic units. In addition, some
risks are specific to the bank and are not relevant to other firms. On the other hand, the characteristics of
some operations in Islamic banks have made risk management more sensitive and more complex.

In any case, the occurrence of risk in both conventional banking and Islamic banking systems leads to a
decrease in the bank's profitability, which in three forms of profitability is lower than predicted goals, the
loss of all expected profit and eventually loss is shown. Meanwhile, harm is the most destructive form of
risk that can lead to the loss of all or part of the bank's capital, or even a portion of the deposits, and in the
acute form of all bank deposits, and endangers the existence of the bank. Hence, identifying risks in the
first stage and then managing them in a systematic way can be a means to prevent the occurrence of these
adverse events.

Akso (2003), "Investigated the Context of the Effect of Size, Ratio of Book Value to Market Value and
Past Information on Extra Returns”. The research is carried out on companies listed on the Turkish stock
exchange. On average, the sample consists of 86 companies that have had extra returns during the 14
months before the publication of the information. The results of the research show that the financial
statements published by the companies have information content. One of the most abnormal results is that
significant extra returns continue through the research methods used over time intervals.

The existence of longer term periods of additional returns is consistent with the provisions of several
unconventional theories that try to explain the abnormal returns and cause some questions about the
market model and market efficiency. Another analysis of the returns from the companies showed that the
excess returns observed are not only due to high risk or wrong pricing of stocks in the market, but also the
size of the company can be a determinant factor in this relation. Also, the results prove that the published
financial statements of smaller companies have higher informational content.

Collins and Kootari (1999) examined the relationship between systematic risk and earnings response
coefficients and found that one of the factors reducing the coefficient of reaction is profit. In addition, they



98 M. Sarkolateh, A. Joibary / International Review Special Issues (2017 No. 2, Part 1)
found that the factor of the growth opportunities is also affected by the (B) positive systematic risk
on the earnings response coefficient.

Ferret (1998), in an article titled "The Relationship Between Projected Profit and Corporate Value and
Abnormal Stock Returns," by studying 716 newly-listed companies in the New Zealand Stock Exchange
between 1977 and 1992, investigated the relationship between estimated earnings and company value and
shares abnormal return of these types of companies at the initial stage of supply. It was concluded that
earnings forecasts are related to the value of the companies with the primary supply of shares, and are
more significant than other tools such as accumulated profits and there are positive relationships between
profit forecast error and abnormal returns.

Halliwall and Reynold (1994), "Investigated the Effects of Business Risks on Earnings Reaction", and
stated that, in addition to systematic risk, the risk of non-payment of debts could also reduce the
coefficient of earnings response. They used the ranking of bonds to measure the risk of non -payment of
debts, and by controlling the risk factors and the stability of the profitability process, they proved that the
risk of non-payment of debts could also be negatively coefficient on earnings response.

Halliwall, Lee (1991), in an empirical study, investigated the relationship between unexpected earnings
and unusual returns of securities with the impact of financial leverage. They hypothesized that the
coefficient of return was related negatively to the financial leverage. The financial leverage in this
research was measured as the average during the research period, based on the ratio of the book value of
long-term debt to the market value of the equity. The results of this study indicate that the Earnings
Reaction coefficient for companies with no leverage or with a low leverage ratio is larger than leverage
companies or with a high leverage ratio.

The concept of basic risk in earnings response coefficient studies

In 1990, Kalinz & Gotary investigated the relationship between systematic risk and response coefficient to
earning. They found that the only beneficial factor for profit is the systematic risk. In addition, they
provided evidence that companies in which the market Considers growth opportunities for them, their
earnings response rate will be high. In fact, their research showed that, as the earnings response
coefficient, make possible the explicit test of the relationship between prices and return that lies in the
financial valuation model, by interfering with the variables of systematic risk and growth, it is possible to
explain some of the differences in the same coefficient of profit response.

Scott (2003) states the reasons for the different market reaction to reported profit based on historical cost
over as follows: Whether the sequence or order of expected future outflow of banks is riskier from the
point of view the risk averse investor will have less value. For diverse investments (portfolios), beta is a
criterion for calculating asset risk. The investor looks at current year's profit as an indicator of future
profitability and profitability. The future returns be riskier, investors' reaction to unexpected profits will be
less. Coalition and Craft (1989) Weiston (1989), in the empirical research, concluded that high-beta Stock
Exchange had a lower response coefficient. Freeman et al. (2004) also investigated the effect of risk on the
earnings response coefficient in another study. They argued that the response coefficient to profit could
increase with the company's ultimate risk, because the company's final risk is positively related to the
sensitivity of expectations of dividend profit in the company's special news. They define the final risk as
uncertainty about future dividends with future earnings. The news of the company's value makes investors
rethink on their expectation of company's future profits. This revision will change stock prices. The price
changes will be related to the value news, which will be important as the risk increases. Dalival (2003) in a
research entitled "Impact of Risk on Valuation" used organization valuation theories to predict the reverse
effect of risk to predict the basis to variability of the reaction coefficient of profit. Intuitively, it is obvious
that the high risk base will be accompanied with market expectation on less sustainability. As a result, the
effect of each level of unexpected profit on stock returns on the market decreases equally. The evidence
gathered by Dalival from the US market was in line with this theory. The researcher used leverage levels
and warranty rates as a benchmark for baseline risk assessment. The results of this research show that there
is a reverse relationship between changes in the coefficient of profit reaction and changes in the base rate
risk.
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Investigating the relationship between unusual returns and unexpected earnings

In each of profit reporting banks, the unusual stock return is, the surplus of return on equity in the period
of announcing the profit from the expected return on shares with respect to the bank with the beta
coefficient of the market and unexpected income is also the surplus profit on the expected profit, which
has been achieved either through time series models or through analysts of securities. Abnormal returns
are closely related to unexpected profits and are always discussed together, so abnormal returns can be
considered as a function of unexpected earnings:

AR=f (UE)
AR=Unusual stock returns

F = (unexpected earnings)

Fama (1965), in his research titled Risk and Investment, stated that the unusual returns are the difference
between real stock returns and expected returns. Expected returns are what investors estimate to company
declared stock value for them. But the actual returns are (Harm) real profit. The earnings response
coefficient is the linear slope of the two axes that has been formed of market returns and share returns.
Many of the studies using the regression model have investigated the relationship between returns as
dependent variable and earnings as an independent variable. The results of studies that have been
conducted on the relationship between return with company's profit and introduce a specific coefficient for
unexpected annual earnings regression as independent variables and unusual returns as a dependent
variable. Results from Fama & Nasir (2008) suggest that the regression has a specific slope in the
following linear relationship:

ARi=a+B(UEi)+ei

Penman studies (1992) have been used as a constant coefficient in the return regression as a function of
profit, but this factor is often referred to as a constant coefficient in unexpected returns based on
unexpected returns. Always, recent models have attempted to examine the relationship between
unexpected earnings and unexpected returns, which generally forms a more complex level of analysis than
spending profit to profit return survey. Defining the Earnings Reaction Coefficient in the recent method
has the advantage that the review will be done based on the richest content of the theory. Otherwise, the
earnings response coefficient would be evaluated only in the context of a very simple and primitive
approach from market response. Cheng, along with his colleagues in recent years, learned about the past
determinants and the awareness of the trend of stock market changes to examine bank risks in various
research studies and achieved important results.

First they proved the bank's credit risk as an effective factor in returns and profits, and considered them as
an important factor in valuing the stock price of a bank by the investor. Then, the determining factors the
bank's shares unusual returns reviewed for a sample of Malaysian and Australian banks over the 8-year
period and showed that a variable accounting profit is related to price variable that has a simultaneous
effect on the stock price of the bank. According to Cheng, Ashen (2009) in his study described liquidity
risk as determining factor for internal performance. Cheng & Nasir (2010) continued past findings and
introduced financial risk, price risk, and market risk, effective on the earnings response rate of commercial
banks in China. Purnamasary (2012) examined 22 Indonesian commercial banks in the 2-year period. He
underlined the risk of capital adequacy, and Cheng's research further demonstrated that the effect of capital
adequacy risk is negative on capital returns, while liquidity and credit risk have not affect the return on
investment of the Indonesian commercial bank. Halivall & Rinoldez also stated that addition to systematic
risk, the risk of capital adequacy could also reduce the coefficient of profit response. They used rating of
bonds to measuring the risk of capital adequacy and by controlling the systematic risk factors and the
stability of the profitability process; they proved that the risk of non-payment of debt could also be
negatively affected to the profit reaction coefficient.

Calculation of financial risks by using factor analysis technique
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To obtain the main financial components at this stage, by using factor analysis and by grouping similar
variables, the size of the data set is reducing. In fact, this tool helps in choosing appropriate ratios such
that there is no coherence between variables. And it allows financial analysts to the extent possible
consider the company's different financial dimensions and analyzing meaningful multi-dimensional. At
this stage, some ratios are excluded from analysis due to their high correlation with other ratios.

Determination of variables of each factor (Interpretation factor matrix)

In factor matrix each column represents one agent. The values of each column are indicative of the factor
loads of each variable with one factor. In the output of the software, the agents are placed from left to right
with the numbers 1,2,3 and the last, respectively. Variables are also listed in the first column from top to
bottom. To begin should start from the first variable and its related values checked in different factors.
Wherever the maximum absolute load factor is present and statistically is significant, underneath that line.
Similarly, steps must be taken for other variables. When significant loads agents were identified by
investigate agent matrix, also variables were identified that have no significant agent load on no one of
agents. Now all the variables have even a small share in the results, so, in order to eliminate the effects of
variables that did not have significant agent load, remove them from analysis and then analyze the factor
according to the significant variables and interpret the results. By identifying the meaningful variables of
each factor, one can determine the appropriate name according to the type of variables of each factor and
their coefficients for the factors that method has been used in this study.

Financial ratios analyzed by factor analysis technique
Determine appropriate financial ratios:
Finally, in order to rank the risks of commercial banks, 18 financial ratios were used.

The phases of the financial ratios to obtain the main financial components

Counts of factors: For initial estimation, principal component analysis is used. In this method, the linear
combination of observed variables is formed. The principal component method only acts to transfer the
associated variables to a set of non-interrelated variables. In this phase, the number of factors is
determined in terms of value. Factors with a specific value greater than one are included in the factor
model.

Specific Values: Indicates how much a factor contributes to explaining the common variance
Infrastructure of variables of the underlying are share. If the agent explains all the variance in each
variable, each of them has a factor load and a value for a factor of 1 equal to n (the number of variables).

Factor loads: In fact, are the standardized coefficients in a regression equation in which the main variable
acts as a dependent variable and agents as independent variables. The existence of negative loads also
shows that some variables represent contrary of something that is determined by that factor. Finally, the
purpose of factor analysis is to summarize the variables in a number of factors. Therefore, for factor
analysis, the method of extracting factors and the criteria for their determination must be determined.

Questions of research

1. What are effective factors of relationship between financial risk and unusual return share in the
banks of the Tehran Stock Exchange?

2. Is there a relationship between the coefficient of profit response and financial risks with abnormal
returns of stocks in admitted commercial banks in Tehran stock exchange?

Research methodology
Research Method

The present research in terms of purpose is practical and in terms of nature and descriptive method is
Correlation type.
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Statistical population, sample size and sampling method

In this research, the statistical population of all financial institutions (commercial banks) accepted in the
Tehran Stock Exchange (TSE) was 45 banks from 2011 to the end of 2015. Considering that the statistical
population of the present study, all financial institutions (commercial banks) accepted in the Tehran Stock
Exchange from 2011 to the end of 2015 is 45 banks, so the statistical sample is also considered on the
basis of all the same number of 45 banks.

Funding and analysis of research questions
Funding and analysis of research first question

A. The method of extracting factors:

There are different methods for extracting agents that vary in terms of the amount and type of variance
explained by the variables of each factor in the model. The most basic method is the analysis of the main
components. This point is necessary that there are three variances in the factor analysis. A common
variance is a relative variance that is explained by common factors. The specific variance related to a
particular variable and the variance of error that results from the discrepancy and uncertainty of the data
collected. In the principal components analysis method, the agents justify all the variances of each
variable, including the common variance in the set of variables, and also the specific variance of the
variables. Therefore, the number of factors in this method in theory should be equal to the number of
variables, because all variances of each variable must be explained by agents. In other word, in the
analysis of the main components, there are components in number of variables, but factors are extracted
that explain the maximum amount of variance.

B. The criteria for determining the factors:

Extracting agents is done according to the following criteria:

Eigen value criterion: Each agent contains one or more variables. The squared loads of an agent represent
a percentage of the variance of the correlation matrix, which is explained by the factor, which is called a
specific value. It is enough to calculate the correlation coefficient of the variables bring together with one
factor and sum together to obtain the specific amount of that factor. Whatever the specific amount of one
agent being more, that agent explain more variance. Accordingly, the number of factors is determined
according to the specific amount of each agent, and the factors its specific amount is more than one, are
considered as significant factors.

Previous Criterion: This method is used when the number of factors is specified by the researcher.

Cutting test criterion (Velicer minimum average partial correlations (MAP): Determines this criterion of
factors on the basis that a certain degree of variance has not yet overcome on the common variance,
therefore, as long as the amount of the common variance is greater than the specific variance, significant
factors are extracted. To determine the number of factors based on this criterion, a specific amount chart is
drawn up against the number of factors.

Criterion of Cumulative Variance percentage: In this case, the percentage of variance explained is the basis
for decision making and factors are extracted that have a high percentage of variance. If the value of the
variance is less than 50%, then variables with a low rate of subscription should be eliminated. In this
study, the 18 steps of the financial ratio raised in the previous step were used as entrance (input) of the
factor analysis. The factors were extracted by using principal components method. . The frequency of the
factors was determined by using orthogonal Varimax method. Because of the complete correlation
between some ratios, in this stage, 4 ratios are deducted from factor analysis and, at the end, 12 ratios
remained in the collection finally, they were grouped into four factors and classified according to the
common characteristics of the ratios to four factors of liquidity risk, credit risk, non-payment risk, interest
rate risk and according to the opinions of experts and previous accredited researches, they have been
confirmed and to calculate the four risks studied were use.
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Step One: Extracting Agents

First, the amount of the initial and after the extraction of the factors for the variables entered in the factor
analysis is presented in Table (1). The table above shows the degree of variable subscription or total
variance with the amount of variables factor subscribe. The initial subscription rate indicates all of pre-
extraction subscriptions, all of them are equal to one, and all but one exceeds are higher than 50
percentages, which is indicating the ability of the factors determined in the explanation of the variance of
the studied variables. The amount of the X18 variable is less than 0.5, so in the first step, this variable is
deleted. Table 1 Initial subscription rates and after factors extraction for the variables entered in the factor
analysis.

Table 1 (Subscriptions) Communalities:

. Initial subscription Factor share of
Variables :
rate variables
X1 1.000 0.953
X2 1.000 0.902
X3 1.000 0.735
X4 1.000 0.822
X5 1.000 0.863
X6 1.000 0.963
X7 1.000 0.915
Xs 1.000 0.783
Xog 1.000 0.971
X10 1.000 0.852
X1 1.000 0.734
X12 1.000 0.701
X3 1.000 0.914
Xia 1.000 0.970
Xis 1.000 0.925
Xi6 1.000 0.741
X7 1.000 0.841
Xis 1.000 0.437

Source: Author

Second stage: The review of the results of Bartlett's sprite test and KMO statistics

To find out that factor analysis is allowed in this study and appropriate of sampling, the KMO statistic has
been calculated. In Bartlett's method, we use the least squares weighting method to estimate factor scores.
For each factor, calculates scores with one standard deviation and the factors are independent of each
other. In this method, in order to estimate the coefficients, the least squares method is used.

Semi & Kiser argue that when the KMO> 0.5 value is greater than the indicators of the adequacy of the
sample for analysis, and the implementation of factor analysis is possible. By entering the data of all
variables, the KMO was 0.670, which allowed the factor analysis to be at a good level. The Spire-Bartlett
test also describes the validity of the factor analysis model. This test indicates the suitability of the data for
factor analysis. Bartlett's test, which is judged by the significance level, is significant with a degree of
freedom of 91. This indicates that the matrix of correlation in society is not zero. It means there is a
significant correlation between variables.

Table (3) shows the variation of the special values in relation to the factors. This chart is used to determine
the optimal number of components. According to this diagram, it follows that from the fourth factor, the
variation of the specific value is reduced, and then four factors can be extracted as the most important
factors in explaining the variance of the data.
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Table 2. statistics of KMO and Bartlett’s Test results

Statistic)kmo(Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.610
Bartlett’s Test of Sphericity (Bartlett Approx. Chi Square 805.933
Spit Test) Df(Degrees of freedom) 91
Sig. 0.000

Source: Author

Step Three: Review the gained results of the graph and figure

Attribute Diagram Valid Factors in the Eskeri method, a specific value graph is plotted for each agent. At
a point where the shape of the curve for the special values is horizontally. That point, and the factors are
on the left called Eskeri. The real factors and the rest of the factors are considered to be errors.

Step Four: Determine the optimal number of factors and categorize them

The total value of the variance explained: This table shows that existing variables can be converted into
several factors, and these factors explain and cover several percent of the variance. The specific amount of
each factor is ratio of total variable's variance that explains by that factor. This specific amount can be
calculated through the sum of squares of the factor loads for all variables in that factor, so the special
amounts show the exploratory significance of the factors in relation to the variables. The low level of this
amount for one factor means that the factor of the explained variance has little role to explain the variance
of the variables. In the column the agents are provided, that their special amount are greater than one. The
column represents the set of amounts of the transacted factors after the rotation. By calculating the initial
matrix of the factors, it was found that four factors with a specific value is more than 1, which covered
83.514% of the variance of the total variables. In other words, out of the 18 indicators, there are four
factors that account for 83.514% of the variations of the specific values of each of the tested indices. If the
factors obtained by Varimax are rotated, the first, second, third, and fourth factors are 34.259, 20.100,
15.447, and 13.708, respectively, and a total of 83.514 percent of the variance, respectively.

Table 3. Graph of percentage variance and special values of different factors

Initial Eigenvalues of Squared Loading Ry Sum§ 9 S daed
Loading
O.f C“T"“' Qf Cumulati O.f Cumulat
Total | Varian ative Total | Varianc ve % Total Varian ive %
ce % % e % ce %
1 | 5.25 37.50 37.50 5.25 37.50 37.50 4,79 34.25 34.25
2 | 292 20.85 58.36 2.92 20.85 58.36 2.81 20.10 54.35
3 | 210 15.03 73.39 2.10 15.03 73.39 2.16 15.44 69.80
4 1.41 10.11 83.51 1.41 10.11 83.51 1.91 13.70 83.51
5 | 0.87 6.25 89.77
6 | 044 3.14 92.91
7 31 2.23 95.14
8 | 0.23 1.65 96.80
9 | 021 1.49 98.30
10 | 0.12 0.88 99.11
11 ] 0.06 0.46 99.64
12 ] 0.43 0.307 99.95
13 ] 0.01 0.030 99.98
14 | 0.00 0.02 100.0

Source: Author
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Step Five: Grouping agents after rotation

In order to better interpret the relationships between the data, special rotations and transformations were
performed on the agents. In many cases, when a number of variables depend on a particular factor or even
on a number of factors, the interpretation of the factors will be difficult. Hence, there are some methods
that make it easier to interpret factors without changing the level of subscriptions. Table (3-5) is a
component matrix in which the factor loads of the variables are shown after the rotation with the Varimax
method.

Factor loads are the correlation coefficients of variables and factors. In this table, the factor loads exactly
indicate which variables are included in each factor. By comparing variables related to each factor, we can
obtain common features among these variables. By doing so, while the items within each dimension have
the highest correlation with each other, we try to reduce our correlation between the different dimensions
to the lowest level. Here it is necessary to note that some researchers for the purpose of research also to
obtain definitions and naming actions, know higher coefficients of 40/0 in the definition of important and
meaningful factors and consider coefficients less than these limits as random factors (Mohammadi
Yeganeh, 1391). The naming of an agent is typically based on a researcher's exact assessment of what
variables measure with high factor loadings. In fact, agents are named according to the definition of
variables and what the common reality is. Therefore, the factors were determined by using the method of
the main components of the components with special values greater than 1 and the varimax method used
in this paper. As a result of this test, 4 ratios of 18 ratios was eliminated in factor analysis and a total of 14
ratios remained that were classified according to the common characteristics among them in four factors.
Also, the share table shows the variables in the agents after the rotation. Each variable is placed in a factor
with which the factor has a significant correlation. At present, the reviewed ratios are shown below in
order to divide the four financial risks discussed in the hypotheses into the next stage and according to the
experts' opinion, past research and their nature.

Table 4. The matrix of elements rotated by the varimax method

Factor 1

Factor 2

Factor 3

Factor 4

Variable

0.930

Current debt / Current assets

0.887

Short-term facilities / Total facilities

0.555

Short-term deposit - Short-term loan /
Total deposits

0.835

Short-term deposit / Short-term loan

0.780

Requests / Total Facility

0.991

Total Deposits / Total Facility

0.926

Total Facility / Total Assets

0.840

Short-term liabilities - Short-term
facilities / Total assets

0.982

Total Deposits / Total Debt

0.876

Distributed profits / Total facilities

0.554

Capital / Total Assets

0.993

Total Assets / Total Facility

-0.889

Visible deposits / Total deposits

0.781

Commitments / Total Assets

At this stage, the four groups formed by factor analysis are grouped into four risks, liquidity, credit, capital

Source: Author

adequacy and interest rates. To calculate these risks, we look at the first ratio reported in each group.

First factor: Credit risk

This factor is named with the highest percentage of total variance, 34.259 and with five variables called

credit risk:
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Table 5. Credit factor load

Row Factor load Description
1 0.993 Total Assets / Total Facility
2 0.926 Total Facility / Total Assets
3 0.835 Short-term deposit / Short-term loan
4 0.840 Short-term debt / short-term facility / total assets
5 0.780 Requests / Total Facility

Source: Author

Each financial sector, including banks, should carry out its activities under a comprehensive and
comprehensive credit system to minimize the actual amount of credit risk associated with a recipient of the
facility or business partner to avoid adverse selection and so banks need a lot of information to verify the
credit of the facility or business partner. The banking system can reduce the credit risk associated with its
asset portfolio by using methods such as converting into asset securitization, credit derivatives, debt sales,
etc. Banks should have a strong system for valuing bonds and classifying their customers' potential risks.
Banks should also have an internal risk pricing system for credit risk management. Such a system should
have the ability to rank customers according to a certain degree of credit risk (Khan Wahmad, 2001).

Second factor: interest rate risk

This factor is named with the amount of variance of 20.100% and with three variables called interest rate
risk:

Table 6. Factor Rate of Interest Rate Risk

Row Factor load Description
1 0.982 Total Deposits / Total Debt
2 0.991 Total Deposits / Total Facility
3 -0.899 Visa Deposits / Total Deposits

Source: Author

Banks and financial sectors must have clear policies to control the risk of interest rates. These policies
include defining responsibilities and accountability, continuous reporting, and the use of tools and
techniques to control the risk of interest rates. The interest rate risk for each component of the bank's
assets and liabilities should be determined by maturity, repayment and revaluation. There are many
techniques for measuring interest rate risk. The most important of these are gap analysis, crisis test and
simulation method based on mathematical and statistical methods and assumptions. By using this method,
it is possible to predict Incidents and events related to changing a variable using past information. Banks
should also use the pressure or crisis test to examine the possible effect of interest rate changes on the
slope of the yield curve (Khan Wahmad, 2001).

Third factor: Liquidity risk
This factor is named with the variance value of 15.447% and with three variables called liquidity risk:

Table 7. The factor load of liquidity risk
Row Factor load Description
1 0.930 Current debt / current assets
2 0.887 Short-term facilities / Total facilities
3 0.555 Short-term deposits - Short-term loans / Total deposits

Source: Author

Liquidity is an important factor in assessing cash or current inventories for resolving needs. Failure to
provide sufficient liquidity to resolve the needs of creditors may result in destroying the bank. Lack of
liquidity has a significant impact on the performance of banks, because investors are always concerned
about the bank's ability to secure their capital (Shim, 2001).
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Fourth factor: Capital adequacy

This factor is named with the variance of 13.708% and with three variables called capital adequacy:

Table 8. Factor load factor of capital adequacy

Row Factor load Description
1 0.876 Dls'tr'll_)uted profits / total
facilities
2 0.554 Capital / Total Assets
3 0.781 Obligations / total assets

Source: Author

The risk of capital adequacy is the bank's capital, which is obliged to take care of deposits resulting from
the decrease in the value of assets. Whatever the risk be higher, the likelihood of a decrease in bank debt is
increasing, and whatever be lower the investors will earn more profit. Therefore, they tend to invest more,
which results in an increase in stock prices (Chang, 2007).

Funding and analysis of research second question

There is a correlation between the coefficient of share response and the abnormal return of share of Maliba
risks at the admitted commercial banks to the Tehran Stock Exchange.

Table 9. Results of the test of research second question (H2)

CAR=ao+B1UEi+ BiLri+ oCari+ BSri+ Balri+<i

Independent variable Coefficients Statistic t Sig. VIF
Constant amount 0.392 0.872 0.389
Lr(Liquidity risk) 0.396 2.973 0.005 1.024
Cr(Credit risk) 1.640 2.025 0.039 1.402
firs(lf)""p'ta' adequacy 0.126 0.553 0.555 1234
Ir(Interest rate risk) -0.298 -1.421 0.163 1.178
Adjustment coefficient 0.284
Wa?so_n S camera 1.881
statistics
F statistics 4.488
Significance level of the
statistic F 0.003

The independent variable of the model is significant at the error level of 0.05
Source: Author

Discussion and interpretation of the research second question results

The results from Table 6 show that the level of significance less than 0.05 was (sig = 0.039), (Sig =
0.5555), (sig = 163/0), and t statistic is greater than 1.98 (t = 02525), (t = 596 / t), (421 / -t = 1), therefore,
at the error level of 5% is not significant, while Liquidity risk at 5% error rate is significant. To determine
whether a general model of regression is significant or not, we use F statistics. The results show that the F
statistic is 4.488 at 5 percentages error level is significant. Therefore, the estimated model is sufficient to
test the sixth hypothesis. To evaluate the fit of the model, we use the adjusted coefficient of determination

(R2 adj). The results show that the adjusted coefficient of determination is 0.284. It is better use the
modulated determination coefficient to interpret the fitting of the model. Therefore, model has a good fit.
The results are acceptable when having no self- affiliation, except for the disorder. For this purpose,
statistic of Watson Camera (DW) is used. If the value of this statistic is between 1.5 and 2.5, That is, the
model has no self-affiliation. The results show that the statistic of DW is 1.881, which represents the
independence of the remnants. It is also observed that in the general model, credit risk, risk of non-
payment of debt, interest rate risk is not significant at 5% level. While unexpected liquidity risk is



Faculty of Business Economics and Entrepreneurship International Review Special Issues (2017 No. 2, Part 1) 107

profitable, it is based on the results of a separate regression. The linear multivariate regression model is as
follows:

CAR; = 0.392+ 1.298 UE; + 0.396 Lr; + 1.640Cr; + 8.64057; — 0.298 Ir;

Dissolution and Suggestions
Practical Solutions for Liquidity Risk Management of Banks

Liquidity risk is the lack of willingness of banks to provide concessional facilities or timely repayment of
banks, risk with other mixed financial risks, which is why it is difficult to measure and control it.

The causes of liquidity risk are as follows:
e Exit of deposits
e Ability to convert non-cash assets into cash
e Volume of investments

e Time gap of assets and liabilities

Hence, one of the most important principles of liquidity risk management is to estimate the future needs of
the bank. Liquidity management is one of the biggest challenges that the banking system faces. The main
reason for this challenge is that most Sources of banks are financing from short-term deposits. In addition,
the facilities granted by banks to invest in assets with a relatively low degree of liquidity. The main task of
the bank is to strike a balance between short-term financial commitments and long-term investments.
Maintaining insufficient liquidity of the bank with the risk of inability to fulfill obligations and, as a result,
bankruptcy. Maintenance of large amounts of liquidity is a special kind of inefficient allocation of
resources, which reduces the bank's profitability to public deposits and, as a result, loses the market.
Liquidity management means the ability of a bank to fulfill its financial obligations over time. Liquidity
management is carried out at various levels. The first type of liquidity management is carried out daily,
and alternate liquidity is expected in future days. The second type of liquidity management that is based
on management of liquidity process predicts the required liquidity for longer intervals of six months to
two years. In summary, the third type of liquidity management is that if banks cannot provide financial
resources for themselves, they cannot do the same for their customers in the first place. The proper
management of liquidity risk, together with the management of other types of risk, requires the bank to
determine a solution to ensure effective control of the board of directors and senior executives, as well as
to perform liquidity risk measurement, care and control operations under an appropriate process, the
complexity of the liquidity management process should be suitable for all levels of risks imposed on the
bank. Creating liquidity is one of the main activities of the bank. Many of the direct or indirect activities
depend on the ability of banks to provide liquidity to customers. . Hence, banks are particularly vulnerable
in terms of liquidity problems in the sense that institutions with a particular nature and in terms of the
impact they have on markets as a whole are vulnerable. The liquidity strategy of the bank should identify
specific policies related to the specific aspects of liquidity management like the combination of assets and
liabilities, the approach of liquidity management in terms of different currencies from one country to
another, the relative reliance on using the major financial instruments, the liquidity and Asset able sales. In
addition, there should be a proven solution to deal with potential temporary or prolonged liquidity
disruptions. Due to the effect of liquidity risk on banks' abnormal returns, they should have measurement
and monitoring system for evaluation Incoming and outgoing liquidity in future. One of the most
important principles of liquidity risk management is to estimate the future needs of the bank. This estimate
can be based on three methods:

e Estimates based on the resources and expenditures of cash
e Estimates based on the structure of assets and liabilities and their conversion rates to cash

e Estimates based on liquidity indicators
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In case of bank's connection with international activities and, as a result, foreign currencies, there should
be a measurement and monitoring and control system related to foreign currency liquidity. Liquidity risk
is very important in the banking industry. The profit derived from the stock price is significantly affected
by liquidity risk. Because liquidity risk reflects the activity of banks in their ability to generate sufficient
capital for profitable in future. Therefore, as liquidity risk decreases, the index for profitability also
decreases. Control of liquidity risk in the following actions is necessary:

e Consider the structure of funds to predict net cash flow

e Variety of resources and timeframes to prevent withdrawal of deposit

e Creation of short-term credit lines with other banks in emergency situation

e Use of derivative financial instruments for managing funds with respect to the past

e Determination of precautionary measures for major sources

e Supervision of problematic and injured assets and deposit insurance

o Increase the liquidity of financial assets and maintain a good level of cash assets.
Practical Solutions for Managing Banks Credit Risk

Granting credit facilities to customers is one of the most important tasks of banks. Banks in each country,
after collecting financial resources, allocate these resources to different economic sectors.

In fact, this action strengthens the various sectors of the economy in each country to do their jobs better
and ultimately strengthens the necessary conditions for economic growth in each country to better perform
its tasks and ultimately create the necessary conditions to growth economic of the country. If banks can
achieve this, they will allocate financial resources properly to eligible customers. Proper allocation of
funds while achieving the above goal will provide the necessary background to survival of banks. In this
case, it is important to note that prior to granting facilities to eligible customers, they are properly
identified to improve the effectiveness of the decisions made. Obviously, any control of measures after the
grant of facilities will be ineffective. Therefore, in order to create an appropriate environment for
controlling credit risk, the following solutions are suggested:

e The management board is responsible for approving and reviewing the (at least annually) courses
and policies of the bank's credit risk. These strategies should highlight the extent to which the
bank can withstand the risks and how much its expected level of profitability is when confronted
with different credit risks.

e The senior management of the bank is responsible for implementing the risk management
strategies approved by the board of directors. In addition, the development of policies and
procedures for the identification, assessment, maintenance and control of credit risk is the
responsibility of senior management. Such policies and procedures should identify the bank's
credit risk in all its activities, both at individual and portfolio levels.

e Banks should identify and manage the credit risk of all their products and activities.

e Banks must make sure that the risks of new products and activities before they are presented or
committed are reviewed by appropriate risk management and control procedures and have
previously been approved by the board of directors or other appropriate committees.

e Granting credit to banks should be done according to appropriate and well-defined criteria. These
criteria should include accurate information from the target market of the bank, full knowledge of
the borrower or counterparty, the purpose of its credit and its structure, and the source of
repayment of credit.

e Banks, as well as reforming, re-financing existing funds of available credits, should have clear
and transparent procedures for approving new credits.
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Granting all credits must be done in the same way. In particular, credits grants to companies and
related individuals, as approved on the basis of the exceptions, should be carefully monitored and
adopted other appropriate measures taken to reduce the risk of non-conventional borrowing.

Banks should create a system for continually controlling their portfolios that are exposed to
various credit risks.

Banks should create a system to care about individual credit situation, so that they can also
determine the adequacy of reserves and savings.
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Abstract

The objective of this study was to clarify the relationship between quality of work life and family conflict
among employees at Social Security organization at Mehr city in 2014. For this purpose, 50 employees
were selected by convenience sampling. Collection tools work-family conflict inventory of notes Meyer
(1996) and quality of work life of Walton. (1979) for data analysis, descriptive statistics, including
frequencies and percentages, and for the hypothesis, Pearson correlation and correlation matrix and
independent t-test were used. Results of the findings of the study founded no relationship between work-
family conflict and quality of work life, but there was a relationship between dimensions of supporting the
colleagues and the quality of work life. There was no difference between men and women in quality working
life and of work-family conflict and only in dimension of management support is higher in women.

JEL classification: J28
Keywords: Work-Family Conflict, Quality of Working Life, Social Security

1. INTRODUCTION

Improving organizational performance and increase productivity, in order to achieve maximum efficiency
of human and material resources are important tasks of administrators. Quality of human capital is quality
of working environment as well as the family environment and the balance between the two environments.
(Ghazanfari and Abedi, 2008) Changes in contemporary societies have led to increase women's
participation in the labor market and the increasing number of women working outside the home to
develop a new type of family as the flame- families. In these families, men and women, in addition to the
traditional role of wife and parents have job role, and this is more important for women. Because their
roles as wives and mothers nowadays have assumed a new role.

At first glance, it seems that this new role leads to increase revenue, improve the economy and increase the
self-employed women, but when a woman is unable to establish a kind of balance between the
expectations of their view called work-family conflict. (Naeimi, Nazari, Zaker, 2012) Work-family
conflict is a specific type of conflict between the roles that involved same person with different and
conflicting demands of work and family responsibilities.

This means if a person cannot do their work and family time, conflict between family and career roles is
established. This type of conflict is known to work-family conflict. (Rastegar, 2010) Also quality of
working life includes all measures to preserve and protect the body and soul of staff and they provide
grounds for satisfaction. (Allameh, 1998)

Work and family are two important aspects that make up each person's life and overall health of the
individual is under the influence of harmony and balance between these two areas. Existence of disparities
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and conflicts between the two areas most adverse consequences upon the individual, family, organization
and society.

Nowadays, most experts in field of organizational behavior believe that the effects of overwork and lack
of proper balance between work and personal life and family lead to adverse effects on quality of life that
create or aggravate each other mutually and as a result, living conditions and human health and family
puts at serious risk. (Shabani, Fazel, 2011)

Researcher tried to answer the question of whether is a significant relationship between work-family
conflict and quality of life?

The importance and necessity of research

Family and job life are integral part of the lives of most people. So that, success of people in advance its
objectives in these two areas of life, family and work. If the person in the course of their work or family
life suffer its consequences affect not only the individual, but also organizations and society at large.
Nowadays a lot of research on the study of factors affecting individuals' family and career and this reflects
the importance and necessity of these two important components of life.

At the macro level of society, especially in organizations nowadays researchers have been aware of the
importance of human resources and have found that the value of labor and capital endless development of
organizations and countries are, so that in the past century and a half, a significant proportion of the
progress of developed countries is for the development of efficient human resources. At the micro level,
the family is a fundamental constituent of society. So that safe or unsafe, the core can affect all levels of
society.

As well as due recognition of the conflicts that emerged from the work of women, the importance of such
research to be felt. As well as lack of information, especially in the field of family-work conflict in the
country, Work-family conflict as a major source of tension with negative consequences such as increased
health risk of working women, perform the duties of parents and wife dysfunctional, lower marital
satisfaction and mental health is the need for this research.

History of Research

Based on Rastegar Khaled research (2003) in the duties at the same time working women in their dual
roles of family and career, particularly in matters relating to children greatly felt in conflict.

Maghsood and Bostan (2004) in their study concluded that women who work their problems in relation to
child care, providing family feed restore order and cleanliness at home, lack of time for traveling with
relatives, tending to their appearance and increase respectively. On the other hand, most of the problems of
working women, women are not necessarily alone on the job, but traditional attitudes and beliefs about the
role of women. In addition to the social role that makes them at the same time to reflect the requirements
and responsibilities of home. In addition, these findings suggest that rate of women's participation
increased cooperation with wife in household chores will be reduced substantially.

Research results Naeimi, Nazari and Sanaee Zaker (2012) showed that between quality of work life and
job performance, positive correlation between work-family conflict and job performance and there is a
significant negative relationship. Grease House and Biutel (1985) found that social support can the
relationship between family-work conflict and its negative consequences on the mental health and social
communication through the impact of specific dimensions of emotional and instrumental support to
mitigate conflict. Research results Hummer and Tambon (2002) showed that lack of conflict between
work and family causes a lot of problems, and negative consequences for people like (or anxiety,
depression, etc.) for their interpersonal relationships (such as increases in divorce and conflict) and the
organization (absenteeism and reduced productivity).

Objectives and research questions

The relationship between work-family conflicts with job satisfaction among employees with Social
Security in 2014.
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Research questions

Is there a significant relationship between work-family conflict and quality of life?

Is there the conflict between work and family dimensions (job involvement, job stress, peer support and
management support and conflict between work and family) is a significant relationship between quality
of work life?

2. THE METHOD

Method of this study is correlational. The population consisted of all employees at social security in Mehr
city in 2014. The sample consisted of 50 employees, of which 28 men and 22 women were selected using
random sampling method.

Data collection tools

Work-Family Conflict Scale: This scale by notes of Meyer (1996) has been made and a 24 question that
has five subscales of the six first question related to occupational aspects, i.e. rate of job involvement, five
questions related to job stress, five questions related to management support, three questions related to
peer support and five questions related to the conflict between work and family and earn more points in 4
(50 and above) in fact shows the importance of family life is more than a job, whatever score obtained in
dimension five higher (15 and above), the conflict between work and family activities more. The validity
of the questionnaire using Cronbach's alpha for the work-family conflict first and second respectively 0.91
and 0.88 respectively. This advantage in Iran for the first and second respectively 82% and 92%,
respectively. Builders were performed by both the correlation with sixteen psychological constructs such
as life satisfaction, job satisfaction, role conflict and role ambiguity was determined that with job
satisfaction, role conflict and role ambiguity of life negatively and positively associated. (Moghimi, 2009)

Quality of work life questionnaire: This questionnaire has been prepared by Walton (1979) in 45
questions, that ticks a lot 5, lot 4, Intermediate 3, low and very low 1 2 scored. Scoring and Interpretation
of Results: - For options lot 5, lot 4, 3 mediums, low and very low 1 2 points to consider. - Score
Questions 1, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 18, 19, 22, 24, 25, 26, 32, 34, 40, 45, 46, 47, 49, 50
reverse. l.e. too much for options 1, lot 2, Intermediate 3, 4 and very low 5 points to consider.

Reliability and Validity: In this study, Cronbach's alpha was used to assess the reliability of the
questionnaire which 91% is estimated quality of life questionnaire. Also validity of questionnaires, using
content has been approved.

Method of analysis data

To analyze the data, descriptive statistics such as frequency and inferential statistics including Pearson
correlation and independent t test was used.

3. RESEARCH FINDINGS

In this first part of descriptive statistics and then asked for a separation arises and using inferential
statistics to individual questions will be answered.

Table 1. Mean and standard deviation of the variables under study

Standard deviance Average Variable
2.35 1.56 Quality of Working Life
11.76 82.48 Conflict between job and family
5.17 19.80 Job Involvement
3.92 19.82 Occupational stress
4.89 16.12 Administrative support
3.23 11.08 Supporting Partners
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Standard deviance Average Variable
5 15.66 The conflict between work and family
Source: Author

The first question: Is there any significant relationship between work-family conflict and quality of life?

Table 2. Pearson correlation between work-family conflict and qualities of work life

Significant level Corrglgtlon Variable
coefficient
N.S 0.20 Conflict- job-family with quality of working life

Source: Author

According to Table 2, there is no significant relationship between the two variables.

The second question: Is there any relationship between the dimensions of work-family conflicts and
qualities of work life?

Table 3. Correlation matrix between the variables studied

6 5 4 3 2 1 Variables
1 1. Quality of Working Life
1 0.09 2. Job Involvement
1 0.12 0.05 3-occupational stress
1 0.10 0.05 0.26 4. Administrative support
1 0.41** 0.26 0.16 0.37* 5. Supporting Partners
1| o0.29* 0.31* 0.25 016 0.18 6. The conflicftalr)ﬁgrlv;een work and

Source: Author

According to the correlation matrix, there is a significant positive relationship between the support staff
and the quality of working life, and between peer support and managerial support at 0.01 level.

Table 4. Average differences quality of working life and the gender dimensions of work-family
conflicts

A Degree
S of Lo Staqdard Average | Frequency | category Variable
level t deviance
freedom
_ 22.29 1.54 28 Man Quality of
NS 25.66 041 25.75 1.58 22 Woman | working life
12.31 79.92 28 Man Conflict
N.S 4r7L 1 180 1 049 85.72 22 Woman | Petween job-
family
3.94 20.14 28 Man Occupational
NS 82.78 049 6.49 19.36 22 Woman | involvement
3.46 19.89 28 Man Occupational
NS 38.53 0.14 4.5 19.72 22 Woman stress
4.17 14.78 28 Man Supporting
0.03 39.23 | 2.20 5.29 17.81 22 Woman by
management
2.92 10.50 28 Man Supporting
NS 40.60 141 3.52 17.81 22 Woman | by colleagues
_ 5.27 14.60 28 Man Conflict
N.S 47.80 1.74 439 17 99 Woman between Job
and family

Source: Author
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The third question: is there any significant difference between men and women in working life and
quality of work-family conflicts?

4. CONCLUSIONS

This research aimed to investigate relationship between work-family conflicts with job satisfaction among
employees at Social Security in Mehr city in 2014. The results showed no significant relationship between
work-family conflict and the quality of working life that is consistent with findings Hyun Young (2009)
Ruth and David (2009), Yavas, Babakvs and Kartaph (2008) Kartaph and Spukman (2006). In explaining
this result can be the same if people are able to do their job duties and responsibilities of both the
household and and the duties of their family roles interfere with the duties of their job commitment or vice
versa, in such a way that they fulfill their work and family are experiencing pressure and difficulty and
they can meet the requirements of both plays well, makes that the problems in working life.

Based on the findings and variable dimensions of work-family conflicts, relationship between qualities of
work life, can be concluded there is no significant relationship between variables of quality of work life
and job involvement, job stress, conflict management support and work and family. Only, there is a
significant relationship between the support staff and the quality of working life. In explaining this
question, we can say, that as people in the community need to support and cooperate with others,
workplace is no exception to this rule must be necessary and colleagues have worked together and support
each other that this protection is particularly important in women because the role of being a mother,
because women for reasons such as (pregnancy, physical illness, vacation, etc.) require more support from
their colleagues. Another finding of this study also observed differences between men and women in
managerial support.

4.1. RECOMMENDATIONS

Work-family conflict is one of the important variables that brings dangerous consequences for working
women, including psychological pressure, work-related fatigue, depression and anxiety, physical illness.

So the need is felt that culture of patriarchy prevails in our society. If culture is that men help their wives
at home and in foster care.

Workplace support of the government and their managers and sports classes, and recreational trips for
working women to be considered that can both in the workplace and in the home environment safer and
more relaxed to perform their duties.

In addition, more research on work-family conflict with other variables such as quality of life, stress, and
guidelines dealing with children be provided in this area.
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Abstract

Knowledge and understanding of the future and the unknown that lies beyond human beings and human societies
is very important. The present study in conducted on interdisciplinary methodology and through an overview of the
paradigm of future studies, five research paradigm in futures studies, including positivism, post-positivism,
assessment-oriented, constructionism and participatory will be introduced. About the differences and similarities
with this paradigm in ontology, epistemology, methodology and anthropology are discussed. Then, some of the
most prominent techniques and methods of futures studies will introduced. Finally, with the introduction of
integrated cross-paradigm research approach as the latest methodology approach in future studies, application of
this paradigm in the field of ontology, epistemology and methodology in futures studies will be discussed.

JEL classification: J28
Keywords: Futures Studies, Ontology, Epistemology, Methodology

1. INTRODUCTION

With the advent of various knowledge areas in natural and human sciences and increasing specialization
and social problems, future studies have been emerged in a new era and after attempts by "HG Wells' in
the prediction and design of the future, "Felltham™ German prospective provided term of futurism in 1943
for the programs to conduct the communities toward the future. Future studies was gradually extended to
the military sphere. Theodore Carman in his works such as "Towards new horizons" and "thermonuclear
war" discussed this approach.

In the next steps, several scientists such as "Bertrand Degunnel™ directed future studies toward intellectual
and philosophical basis (Qadiri, 2006). Focus on education in the face of the future is the main task of
education system and futurists. In the field of intellectual evolution approach with futures studies from the
past up data, three components became so important. These three components include: changes, speed of
changes and changes and complexity. Features of each of these components is that facing the future and
create or promise some new system and sub-systems (Taghipour et al., 2016).

The speed of change is so staggering that traditional methods cannot cope with them. If, we do not adopt
the speed of changes, we will be lost under the wheels of change. But is it possible to keep informed of our
future? There is nothing certain about the future and this is the basic principles of futurism. But, there is
another principle that a person can be effective in the future. In the meantime, a knowledge is emerged
entitled futures studies, which tries to predict future changes in the dual form to control both inhibition of
changes and prepare the society for these changes. futures studies are beyond the prediction and is not
claimed to predictable.

Futures studies is the art of shaping the future in a form we want. Futures studies is a necessity (Golestani
Zadeh, 2016). Given the diversity of subjects in the futures studies instead of an independent discipline, it
is better to call it an interdisciplinary or multidisciplinary field (Najarian et al.,2012). However, choosing
any subject, not only futures studies exists today, but also plays an important role in shaping the future of
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humankind. Potential subject areas in the futures studies in terms of number are equal to diverse
phenomena in the universe.

Therefore, futures studies necessarily are multidisciplinary or interdisciplinary; this area also covers a
variety of topics and experts have been trained in various fields. In fact, the multidisciplinary field of
futures studies, professional futures studies and futurist is delimited. Pragmatism of futurists encourage
them to concern interdependence and complex phenomena to each other in their calculations and assess
the results of each action (public) with a holistic approach.

Hence, futurists in any knowledge in any field of study if affect the phenomenon will be studied. Futures
studies, in spite of multidisciplinary nature include the features that it inevitably puts on the border of
Social sciences: Social science, unifying and multidisciplinary. Of course, some futures studies discuss
topics such as based-technology changes; issues do not seem social at first glance, but even in such studies
almost always, supplies are considered social consequences of such changes; requirements or outcomes
almost always psychological, political, economic, social or cultural in society are considered.

In other words, futures studies undoubtedly enjoy the social aspects and the status of a science, more
social flavor, but not necessarily multidisciplinary and unifying as well. To meet the information needs of
social actors, disparate knowledge - such as biological and physical sciences - in the form of packages and
holistic combination with a special plan should be rearranged; so that it can be perfectly applied in the
specific historical circumstances governing the planning purposes.

Social science research is aimed at understanding the social world. Social scientists to generate knowledge
about the social world and paradigms of different philosophical schools are considered. So far, different
classifications of this paradigm have been presented. Some social scientist focus on two paradigms of
positivism and naturalism. Some other concern positivism, realism and criticism. Others insist on
positivism, pragmatism and rationalism critical interpretation etc.

At the same time, it positivism, realism and pragmatism are the main paradigms of research in the social
sciences to. Five paradigms in futures studies by Voros (2008) is intended including positivism, post-
positivism, assessment-oriented, constructionism and participating. These paradigms are assumptions of
ontological, epistemological and theoretical ideas of social research (Blake, 2009).

The transition to the new millennium, however is the shift in the calendar; but certainly is a true
opportunity to review and rethink about the new millennium (Miller et al., 2016). In addition, people
should know where they are going. They think about their children's future and want to constantly move
forward to a brighter future. What we have seen in less modern university education in the humanities is
attention to the importance of futures studies.

Although, the diversity of content in the areas of humanities subjects is very wide, but to get a correct
pattern can predict and analyze messages and contradictions confronting humanity and the reduces
influence without previous study and future studies on the psyche of people in a society. Accordingly, this
article attempts to identify and then select a valid typology of futures studies paradigms that are primarily
oriented relative to determine different positions and techniques of futures studies in paradigms.

The objective of this recognition is important in this regard that use of different techniques and methods
should be taken in accordance with the methodology of ontology and epistemology. For this purpose,
position of techniques and methods of future studies as a transdisciplinary science are determined in
paradigm to facilitate targeted applications in various research positions for researchers and a non-oriented
design of a meta-paradigmatic and moving toward integration methodology is available.

2. FUTURES STUDIES

Futures studies under Foresight - future testing - futurism — future imagination - and in Latin is named
futures studies future. Futures studies was emerged as knowledge, understanding and shaping the future
and today has an important place in the world in various fields of human life, including politics, economy,
culture, society and so on (Noorani, 2016).
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Some researchers have provided different definitions for future studies in different areas. "Ben Martin,”
member of Science and Technology Policy Research Institute has defined future studies as: "Foresight
research is a process includes systematic attempt to look at the long-term future of science, technology,
economy and society, aimed at identifying areas of strategic research and emerging technologies in general
may lead to the greatest economic and social benefits "(Miller et al., 2016).

Futures studies include a series of attempts by the analysis of sources, patterns and potential agents of
change or prove to visualize the future and plan for them. Futures studies reflects how the change (or not
change) "Today" reality "tomorrow" is born. "Future Studies" have been taken from Latin (Salami, 2012).

Futures studies is knowledge to shape the future consciously and actively in such a way to believe dreams,
wishes and noble and genuine aspirations of a nation (Hand et al., 2016). The most important objective of
futures studies is to create an image of the future that will lead to improvement. Visualization of the future
is an appropriate strategy for action in social systems that through the creation of awareness and insight to
join the society and coordinate social behavior social elements creates a ground for research purposes. One
of the rights of our ancestors is pay attention to their ideas and plans for the future of society (Rahmati,
2016).

Futures studies introduce philosophical thinking and scientific methods and models proposed future study
and using them to depict the future and possible alternatives and therefore, futures studies are clever
engineering tool for the future. If has been said that futures studies refer to specific subjects, courses or
units which are different aspects of thinking of the future. ™ But given that futures studies are some
multidisciplinary research areas that describe and explain and offer wide viewing social phenomena and
processes of change and development in various fields of human activity (Salami, 2012).

Future studies are multidisciplinary and interdisciplinary research to identify possible or desirable situation
for the society in the future. Future studies is a process to predict different incidents in the future. In this
definition, the term of predict is used as a statement that indicates the relative probability of the occurrence
of some of the overall process or series of events. Future studies are part of the design of a new form of
social design and technology (Abbasi Mazar, 2016).

Futures studies is of great importance due to its multiple applications. There are various methods for
futures studies, some of which include: Delphi method, scenario method, environmental scanning method,
the method of brainstorming, patent analysis, dependency tree method, morphological analysis,
interactions and methods of future cycle. (Noori, Ayoubi, 2009)

"Glenn" (2012) introduced Methods of futures studies as: factor modeling, layer analysis of the causes,
analysis of interactions, models of decision-making, Delphi, statistical modeling, participatory methods,
personal future, market forecasts, scenarios, roadmap, alternative analysis, text mining, impact process
analysis and foresight.

3. FIVE RESEARCH PARADIGM IN FUTURES STUDIES

Among the existing paradigm, one of the most comprehensive typologies in future research paradigm
presented by "Voros” and has been focused in this study. He followed "Guba" and "Lincoln™ in his
working. From his perspective, positivism, post-positivism, critical theory all kinds of assessment-
oriented, constructionism and participatory are five main paradigms in the study (Voros, 2008).

These paradigms are distinguishable the answers to some fundamental questions. Responding to three
basic questions of each paradigm of the ontological, epistemological, methodological and fourth, i.e.
cognitive value defines the boundaries of the paradigm. Ontological question discusses the nature of
reality and epistemological pays attention to the nature of knowledge.

Ontology is "a general theory about what kind of things or essence that exist in the world." and refers to
the variety of life and relationships within the particular context of reagents and scientific expertise.
(Benton and Krayb, 2005) Ontology is the study of "social assumptions about what the world makes of



122 A. Soleimani / International Review Special Issues (2017 No. 2, Part 1)

this particular approach and how to study it." (Barbour, 2007). In summary, ontology is research to justify
a specific strategy of social research about the nature of social reality (Sadeghi, Naseri, 2011).

Ontological assumptions: What is the nature of social reality? These assumptions discus the question,
"what is there", "what resembles” "What units is formed " and " how units interact," together (Blaikie,

2005).

Epistemology is "the study of how and what can be recognized"” and "study is the nature of knowledge and
justification". Epistemology can be considered as epistemic justification. In summary, epistemology
examines assumptions about how to recognize what has been accepted. (Sadeghi, Naseri, 2011)
Epistemological examines approaches to the question "How can we recognize social realities” the
epistemological examines epistemology and nature of man and concerns kind of knowledge and criteria
for judging the adequacy of knowledge and necessary criteria to distinguish between scientific and non-
scientific knowledge (Creswell, 2012).

Methodology is the theory and analysis on the implementation of the research or as "Kaplan™ (1964)
defines "study - describe, define and justify the methods and not the procedures”. In summary, the
methodology is the study and justification of research methods (Sadeghi, Naseri, 2011). These five

paradigm in futures studies are displayed in summary in "Table 1".

Table 1. Five Research Paradigm of Future Studies

Participatory el Asse_ssment— Post-positivism Positivism
m oriented
Historical
realism,
- virtual reality
Parrtézll?t:;l/tory Relativism Form«_ad by Critical r_ealism, Sim_ple
subjecti\}e- Specific Ioé:al _ _somal, _real reality, but Reallsm_,
and Political, cultural, incomplete and Real reality
reglki)'!smr:f de re;::)i?isgsructed Economic, racial | ability to un_derstand but
join tly’ by the and the re_za!lgy_ of understanda
mind Gender values; possibilities ble
formed over the
time
critical
subjectivism
collaborative
exchange with
the universe; findings likely truth for truth
the Exchange / Evolved Dualism / otﬁg?:ltlis\/ni]s/m
experimental | subjectivism Exchange / objectivism, tradition
range created jointlg/ subjegtl\(lsm; the /_ Congregation e_plstemolog
q ! L a mediating value critical search for ical search
ramatic, findings
propositional
and practical
knowledge,
jointly created
findings
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Political
participation Experiment
in joint action Developed / _al / _
research, hypotheses, may be manipulatio
operational Emmoidrlifclfsdm' n;
excellence, Interpretive / Polemical -Mp! .| verification
experimental polemical dialogue multlp_ll_clty_crltlcal, hypotheses
falsification of . '
use of mainly
language in o quantitative
the context of qualitative methods methods
the underlying
shares

Source: Fatehi Rad et al., (2013)

The Relation of Paradigms with Futures Studies Techniques

As "Voros" tells the future development of studies in these five paradigms, more basic research approach
in futures studies positivism was looking for. In this way of thinking that was one of the most significant
goals, accuracy, validity and reliability is very important. Futurist he tried to put aside personal values,
adopt an objective position and to predict the future. So position of elite researcher was objective-oriented.
Gradually the qualitative judgments post-positivist stance emerged in futures studies (Fatehi Rad et al.,
2013).

Rational-scientific assumption and the objectivity governing the futures studies have not been last and in
the 1970s opened up space for subjectivist approach. Gradually, interpretive and critical studies were
developed in the future. In this regard, the idea of social constructionism was located in the heart of the
futurist approach "Habernard Degunnel”. Jiirgen Bermasder vote results in futures studies renewed
research concepts in the field. As a result, the differences of opinion and dialectic were at in the center of
critical approaches. participatory paradigm has been designed and developed in the last two decades. In
general, it can be said that future researches are followed in five paradigms with four objectives: (Voros,
2008)

* Predict and control
* Review and development (leading to the release.)
« Understanding and insight (leading to the restoration of the previous construction.)

« Human flourishing (through political participation)

Techniques and methods of future studies were introduced in relation to research paradigms. The largest
number of futures studies methods are in the paradigm of positivism and that's because the dominance of
long-term positivist looks at future in the past century. These methods are often used for the purpose of the
review include impact process analysis, mutual interaction analysis, statistical modeling, factor modeling,
alternative analysis and text mining in the category of quantitative methods. A second group of methods is
often the nature of quantitative - qualitative, including models of decision-making, Delphi and market
forecasts are in the paradigm of post-positivism. In this way, search for truth about the future possibility is
done by obtaining the views of the people. In both of these paradigms, futurists are neutral in scientists
sentence who seek to identify and explore future (Fatehi Rad et al., 2013).

Future study in assessment-oriented paradigm or critical theory also has its own method. The most
significant way in this paradigm is the layer analysis of causes. In this method analysis of events in four
different levels of review and development as the object of the present time are discussed. Methods such
as scenarios, roadmaps, foresight and personal future can be placed in fourth the paradigm or
constructionism. Because in these methods, futurists through the foresight for future modernization and
draw a path and desirable futures to get to it. Finally, collection of techniques that are known in
participatory futures studies methods, as the title implies they are participatory paradigm. In "Table 2"
position of techniques and methods in futures studies paradigms of research have been identified.
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Table 2. Relation techniques and methods of futures studies of research paradigms (Fatehi Rad et
al., 1392)

Assessment- Post-

. e Positivism
oriented positivism

Participatory | Constructionism

Factor
Modeling
Layer
L analysis of

causes
mutual
° interaction
analysis
Models of
° decision-
making
. Delphi
Statistical
modeling
. Participatory
methods
Personal
future
Market
Forecast
° Scenarios
Roadmap
Alternative
Analysis
° Text mining
Impact
° process
analysis
® Foresight
Source: Author

4. RESULTS

The main research paradigms in future studies are positivism, post-positivism, assessment-oriented,
constructionism and participatory. These paradigms are distinguished through their differences in
ontology, epistemology and methodology. The different characteristics of these paradigms in terms of the
objective of research, researcher, nature of knowledge and knowledge accumulation make the boundaries
of the paradigm more precisely. Techniques and methods that will be used in futures studies are related to
these paradigms, in other words, each one is defined within one of these paradigms.

Understanding this relationship to choose the appropriate methods and techniques to carry out a research
on the future is important. According to this study, a significant portion of techniques and methods useful
in futures studies are in the paradigm of positivism and post-positivism. Analysis methods such as impact
process analysis, mutual interaction analysis, statistical modeling, factor modeling, Alternative Analysis
and text mining in the positivist paradigm and methods of decision-making, Delphi and forecasting market
are defined in the post-positivist paradigm.

In the paradigm of constructivism, there are methods such as scenarios, roadmaps, foresight and personal
future. But, methods of assessment-oriented paradigm are very limited. Among the known methods,
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futures studies are only layer analysis of causes and follow a critical approach. Hence, the development of
methods and techniques appears necessary for future critical study. Participation is defined in the paradigm
of participatory methods with short life of several decades in the area of future research and development
are still on track. It seems more initiatives are needed to develop methodology and participatory paradigm
to achieve perfection.

Beyond the methodology defined in the paradigms outlined, the latest methodology of futures studies
moves towards an integrated learning paradigm. any integrated approach accepted by the research should
be based on pluralistic view of ontology, epistemology and methodology. different views have been
proposed about integrated future studies approach. This approach was first proposed and followed by
Richard Slaughter. (Slaughter, 1999, 2001, 2008)

Then, the futurists such as Voros (2005, 2006, 2008) Floyd (2008, 2012) and Morgan (2009, 2010)
Ravzykv Slaughter (2010) Fatehi Rad et al. (2013) and others have developed it.

From Voros perspective, the basic assumptions of the of existing approaches have adopted and trying to
reach them in an integrated and harmonious whole. to adopt a unified position is necessary go out the
assumptions paradigms and move beyond a foresight - paradigm. A foresight that recognizes the
achievements of all paradigm, yet free and out of the monopoly of them. Integrated meta foresight moves
in the course of different perspectives and a variety, when it comes to them, to the point that needs to be
used and when it was inefficient tool for the study of them out. In other words, integrated meta foresight is
floating freely among paradigms (Fatehi Rad et al., 2013).

Futures studies according to the nature is an activity beyond - sighted - multidisciplinary, as a result
appropriately can be integrated into the study framework used consciously in it. But for any futurist,
introduction to meta-integrated paradigm, the paradigm of existing knowledge and dimensions of the
ontological is their epistemological and methodological. In addition, it is necessary to determine the
relationship between technology and methods available with paradigms that this article was an attempt to
achieve this recognition and by specifying the position of the paradigm provides the context for
proportional apply (Fatehi Rad et al., 2013).
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Abstract

Today, researchers, experts and managers of the organizations have made a lot of effort to improve management tools
of interpersonal communication and promoting customer orientation culture. Everyone considers loyalty as the most
important factor which determines the success of the organizations and improves profitability, which is achieved through
business ethics and professional behavior of staff. Therefore, the aim of this study is to determine the impact of business
ethics and relationship quality on loyalty of Agriculture Bank customers in Chabahar free zone. This research, objective-
wise, is an applied study, and in terms of data collection for analysis (hypotheses or questions) is an analytical-
descriptive study from correlation branch. The data and the model which was proposed in this study were collected from
230 customers and using the Pearson correlation test, multiple linear regression and ANOVA respectively. Statistical
analysis results show that ethics and quality of communication between organizations and customers have an impact on
customer loyalty. Several researches have shown the positive impact of business ethics and the relationship quality on
the customer loyalty separately. But this study is an attempt to evaluate the impact of business ethics and relationship
quality on customer loyalty simultaneously. The findings showed that not only the development of customer loyalty
depends on business ethics of employees but also the ability to create a strong and close relationship with our customers
is related to customer loyalty.

JEL classification: M14

Keywords: Bank, Customer, Business ethic, Relationship quality, Loyalty

1. INTRODUCTION

Customer loyalty has currently become one of the greatest concerns to researchers in the
business-to-business relationship (B2B) (Hennig-Thurau et al., 2002; Athanasopoulou, 2009).
Securing and increasing current customer loyalty emerges as an important marketing issue due to
the economic advantages of retaining existing customers as opposed to searching for potential
customers (Abdul-Rahman and Kamarulzaman, 2012). Highly competitive environment in the
financial services industry, the ability of a financial institution to compete on price has become
increasingly difficult. Therefore, most service marketers recognize today the importance of
initiating and maintaining enduring relationships with customers (Sin et al., 2002; Narayandas &
Rangan, 2004; Lam & Burton, 2006; Lemon et al. 2002; Liu et al., 2008; Wilson, 1995).
Anderson and Srinivasan (2003) claimed that a well-established firm may collapse without
customer loyalty. In this sense, customer loyalty should be regarded as a long term-term
investment for the service providers. In order to develop a loyal customer base, service providers
should maintain their relationships with their business customers. Rauyruen and Miller (2007)
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found that the quality of B2B relationships is important in securing customer loyalty. Also to
develop long-term relationships, good communication quality can increase customer reliability
(Crosbhy et al., 1990, Li and Ho, 2008). In other words, higher quality communications,
interactions between service providers and customers and Stable, long-term transactions are
created that both sides can achieve common interests (Singh, 2008). At the other hand The
implications for financial institutions are that it is of increasing importance that new, non-price
factor, such as ethical sales behavior of salespeople is used as a means of differentiation, to
achieve higher revenue growth and improved market share (Roman, 2003; Ferrell et al., 2007).
Furthermore, ethical sales behavior can play a critical role in the formation and maintenance of
long-term relationships with customers (Roman & Ruiz, 2005; Chen & Mau, 2009; Amyx et al.,
2008; Schwepker & Good, 2004; Lagace et al., 1991). Business customers are now exposed to a
wider choice of firms that are willing to provide services to them. This makes them more
inclined to switch to other service providers. For service providers that want to pursue
sustainability, it is necessary for them to understand the nature of their customers in order to
maintain customer loyalty (Abdul-Rahman and Kamarulzaman, 2012). Therefore, retaining
customers and maintaining customer loyalty demands that banks must listen to their customers
and understand their needs (Dibb and Meadows 2001; Adamson & Handford, 2003; lassar et al.,
2000; Selnes, 1998; Dick & Basu, 1994). Researches indicate that salespeople who act in an
ethical manner are more effective at building strong customer relationships and their customers
are more satisfied with them, more trusted and/or committed to them (Hansen and Riggle, 2009;
Walter et al., 1999; Goff et al., 1997). However, in the financial services context, the
salesperson's ability to affect customer's loyalty and dependency on the financial institution may
be determined largely by the behaviors they implement when interacting with the customer
(Reddy and Czepiel 1999; Strout, 2002; Goff et al., 1997; Pressey & Mathews, 2000). If good
ethics is good business, the consequences of such initiatives should be enhanced business results.
Taking the “high road” with more ethical strategies should translate into greater market share

and return on investment, which leads to long-term sustainability of organizations (Weeks et al.,

2006). Therefore, in this study we have tried to explore and investigate the impact of different
aspects of the relationship quality of bank employees and also business ethic on customers’

loyalty. More specifically, study aims to empirically investigate the effect of relationship quality
(customers' trust, commitment and satisfaction) and ethical behavior on customer loyalty. Such
understanding could contribute to improving the ethical behavior of the salespeople and
consequently enhance the opportunity to build long-term profitable customer relationships in the
context of Iranian banking industry.

2. LITERATURE REVIEW
Customer Loyalty

While there are various definitions of loyalty, the most common definition of loyalty is given by Oliver
(1999) as "*a deeply held commitment to rebuy or re patronize a preferred product or service in the future
despite there are situational influence and marketing efforts having the potential to cause switching
behavior" (Yim et al. 2008). Consistent with the aim of developing long-term relationships with the
service provider, this study based the definition of customer loyalty as that put forward by Oliver (1999).
Various authors have found that increase in customer loyalty will increase profits, reduced costs to acquire
new customers, and decrease costs to serve current customers (Reichheld and Sasser, 1990). The
increasing competition, particularly in the service industry, has caused firms to become very concerned in
attracting potential customers and trying to maintaining long-term relationships with their current customers
(Jamil and Aryaty, 2010). An expectation of continuity reflects the customer’s intention to

maintain the relationship in the future and captures the likelihood of continued purchases (Palmatier et al.,
2006).
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Business Ethic

Crane and Matten (2010) stated that business ethics is the study of business situations, activities, and
decisions where issues of right and wrong are addressed. Finally, Bos (2007) mentioned that business
ethics studies the moral and immoral actions of individuals in business organizations as well the
businesses and the morality of economic system of society. Roman and Munuera (2005) defined ethical
sales behavior as fair and honest actions that enable the salesperson to foster long-term relationships with
customers based on customer satisfaction and trust. Salespersons typically have personal interactions with
the customer and their actions are more readily visible, and unethical behavior can have a profound effect
on the public opinion of the company (Mantel, 2005). Definitions of ethical behavior versus unethical
behavior are based upon the degree to which a proposed act is perceived as right versus wrong, good
versus evil, fair versus unfair, or just versus unjust (Roman, 2003). A salesperson’s unethical behavior
may negatively impact customer satisfaction and retention. Dubinsky et al. (1992) contends that unethical
salesperson behaviors may result in customer dissatisfaction, poor word-of-mouth, lost customers, reduced
sales and profits (Burnett et al., 2008). We used the definition of business ethics provided by Roman and
Munuera (2005). Therefore, the study focuses on salespeople’s ethical behavior as perceived by customer
who takes place during the interaction between them and the bank’s salespeople.

Relationship quality

The concept of relationship quality is based on the theory and research in the field of relationship
marketing in which the ultimate goal is to strengthen already strong relationships and to convert indifferent
customers into loyal ones (Berry and Parasuraman, 1991). Also the ultimate aim is to enhance the
relationship between the firm and become uninterested customers into loyal customers (Beny, 2000).
Because of the importance of relationship marketing in today's business world, the relationship Quality to
assess the strength of the relationship and the degree of satisfaction of the customer's demands and
expectations is essential (Crosby et al., 1990; Li and Ho, 2008). Relationship quality was found to be an
important factor in maintaining and developing successful business-to business relationships (Rauyruen
and Miller, 2007). Relationship quality had been regarded as a higher-order construct and critical role in
the customer decision-making or post-purchase process in marketing concept (Kim et al., 2006; Morgan
and Hunt, 1994; Crosby et al., 1990). Although there is, as yet, no clear consensus in the literature on the
sets of dimensions that comprise the construct of relationship quality (Hennig-Thurau et al. 2002;
Athanasopoulou, 2009), extant literature has found that trust, commitment, and satisfaction are the core
dimensions of relationship quality (Hennig-Thurau et al., 2002). Relationship quality has been originally
termed as a bundle of intangible value that augments products or services and result in an expected
interchange between buyers and sellers (Levitt, 1986). Relationship marketing quality can be considered as
an overall assessment of the strength of a relationship (De Wulf et al, 2001). According to Crosby et al.
(1990), customers that trust the service providers are more likely to repurchase and stay with the same
service provider. Relationship quality is a higher order construct depicting the value customers attach to
their relationship with the service provider (Dorsch et al., 1998). According to Hennig-Thurau and Klee
(1997), relationship quality can be seen as the degree of appropriateness of a relationship to fulfill the
needs of the customer associated with that relationship. Nevertheless, most research has conceptualized the
effects of relationship marketing on outcomes as fully mediated by one or more of the relational constructs
of trust, commitment, satisfaction, communication and/or relationship quality (Alrubaiee & Alnazer,2010).
It has been conceptualized as a higher-order construct consisting of several distinct, though related
dimensions, with critical importance of relationship satisfaction, trust and relationship commitment
(Bonnin et al., 2005). Another school of thought suggests that the global construct of relationship quality,
as reflected by a combination of commitment, trust, and relationship satisfaction, offers the best

assessment of relationship strength and provides the most insight into exchange performance (De Wulf et al,
2001). However, the study conceptualizes a relationship quality as a bank’s ability te identify, develop,
and manage cooperative relationships with key customers characterized by trust and commitment.
Therefore, the development of a relationship quality is important to develop long-term relationships with
key customers. To develop long-term relationships, good communication quality can increase customer
reliability (Crosby et al., 1990; Li and Ho, 2008). In other words, the higher the quality of communication
between service provider and customer interactions and transactions create long-term stability that both
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sides can achieve common interests (Singh, 2008). Therefore, the study focuses on three dimensions: trust,
commitment, and satisfaction, as suggested by Hennig-Thurau, et al. (2002).

Commitment

Relationship commitment is also an important component of relational exchanges. It is defined as an
enduring desire to maintain a valued relationship” (Moorman, Zaltman, and Deshpandé, 1992).
Commitment, the party’s expectations the relationship the change of short term benefits to encourage
long-term benefits from the relationship. Also customers committed most closely relationship experience
that over time, lead to a commitment to the relationship (Ou et al., 2011). Kalagahan (1995) believes that
the commitment is what makes that both sides in the same way move ally to achieve the desired goal
(Morgan and Hunt, 1994). Scanzoni (1979) stated commitment is the most advanced phase of partners’
interdependence”. Commitment is a good indicator of long-term relationships (Morgan and Hunt, 1994;
Shamdasani and Sheth, 1995) and is thought to represent the peak in relational bonding (Dwyer et al.,
1987). Commitment is important to the study of relationships because it not only signals enduring stability
at the conceptual level, but also serves as a reliable surrogate measure of long-term relationships at the
operational and empirical level ( Farrelly & Quester , 2003). The construct of commitment is regarded as
the central construct in relationship marketing (Garbarino and Johnson 1999, Pritchard et al. 1999). The
construct of commitment has also been shown to be an important dimension of relationship quality (e.g.
Hennig-Thurau et al. 2002). Research suggests that relationship commitment is at the core of all successful
working relationships and that it is an essential ingredient in successful long-term relationships, including
supplier-buyer relationships (Anderson and Narus, 1998). research highlights that commitment is an
affective nature (Garbarino & Johnson, 1999; Morgan & Hunt, 1994; Sheth & Parvatiyar, 2002). Affective
commitment reflects a customer’s sense of belonging and involvement with a service provider akin to
emotional bonding (Fullerton, 2005), while calculative commitment is the way that the customer is forced
to remain loyal against his or her desire (De Ruyter, Wetzels & Bloemer, 1998). Luarn and Lin (2003)
establish significant relationship between commitment and loyalty. Various studies in the relationship
marketing area have shown that these two factors seem to be crucial in influencing one another (Anderson
and Narus, 1990; Anderson and Weitz, 1992; Kumar et al., 1995; Morgan and Hunt, 1994; Pritchard,
Havitz and Howard 1999; Fullerton, 2003; Evanschitzky et al., 2006). Several other studies confirm a
significant interaction of affective commitment and continuance commitment on loyalty (Fullerton, 2003;
Evanschitzky et al., 2006). Bloemer et al., (1998), stated that the commitment to the Bank is a necessary
condition for happening loyalty to the bank.

Trust

One of the goals in the regulation and supervision of financial markets is to enhance trust in financial
institutions and in the financial system (Masciandro et al., 2007; Grunbichler and Darlap, 2003; Hasan and
Severiens, 2001). As Dwyer, Schurr, and Oh (1987) argue, trust is important because it provides a basis for
future collaborations. Trust is also defined as one party’s belief that its needs will be fulfilled in the

future by actions undertaken by the other party (Anderson and Weitz, 1989). Kramer (1999) posited that

trust has both thinking and feeling aspects to it and that trust is socially oriented. As Sirdeshmukh et al., (2002)
stated trust is the expectations held by the consumer that the service provider “can be relied on to deliver on
its promises”. Studies in the financial services industry revealed that trust is one of the most

significant attributes valued by customers (Roman, 2003). Mayer et al. (2007) defined trust as
vulnerability of one party to the actions of another on the basis of expectations that the other person was
performing in the desired way. Mishra (1996) posited that there are four dimensions of trust (i.e.,
reliability, openness, competence, and concern) and found that communication is critical for demonstrating
all aspects of trust (Mishra et al., 2008). According to Cater and Zabkar (2009) trust is belief, feeling or
expectation about an exchange partner which can be judged from the partner's expertise, reliability and
intentions. In the realm of relationship marketing, trust as an important variable for relationship success
has been recognized (Heffernan et al., 2008). Trust is a human attribute assessed by

one’s traits (Chu, 2009), behavior and motives (Tian et al., 2008). Liang et al. (2008) called it the ability to
sacrifice one’s own interest for others. The majority of definitions for trust describe it as the belief by one
firm that a partner will perform actions producing positive results for the former (Alrubaiee & Alkaa’ida,
2011). Trust regarded as a key ingredient for the development of long-term business and has been
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recognized as a highly significant tool for enhancing company relationships (Berry, 1995). Creating trust
in customer mind set importance for companies because from the previous studies Trust along with
commitment is an important antecedent of loyalty (Ball et al., 2004). Meanwhile, many researchers have
suggested that customer’s trust plays a significant role in building long term relationship and achieving
customer loyalty (Zhang, 2009). Winning the trust of customers to establish long-term relationships and
increase their loyalty is very important. Many researchers have noted that customer trust an important role
in creating long-term relationship and achieve customer loyalty (Berry, 1995; Bowen and Shoemaker,
2003; Chu, 2009). People like “Bloemer and Odekerken”, “Ball, Coelho and Machas” recognize that
consumers due to uncertainty and less

perceived risk in purchasing, to a brand they to trust and tend to remain loyal (Taghizadeh et al., 2012).
Satisfaction

One of the prerequisites of loyalty, especially in services, customer satisfaction that most researchers have
pointed to it. (Heskett et al., 1994) have stated explicitly that loyalty is a direct result of customer
satisfaction. Some researchers, such as (Ostrowski et al., 1993) even indulge and stated that a satisfied
customer becomes a loyal customer naturally. Relationship satisfaction reflects exclusively the customer’s
satisfaction with the relationship and differs from the customer’s satisfaction with the overall exchange
(Palmatier et al., 2006.). Satisfaction has been defined as a consumer’s evaluative judgment related to the
pleasurable level of consumption-related fulfilment (Oliver, 1996). Kotler (1994, p.20) importantly states “the
key to customer retention is customer satisfaction”. In theory, several authors posit the contribution of
satisfaction to customer loyalty. For example, Aaker (1996) and Heskett, Sasser and Schlesinger (1997)
state that satisfaction is a key determinant to every level of brand loyalty. There is a stream of empirical
research that stresses the link between satisfaction and customer loyalty. In consumer marketing, there is
consistent evidence that satisfaction contributes to repurchase intentions, behavioural intentions, customer
retention and customer loyalty (e.g. Anderson and Sullivan, 1993; Bearden and Teel 1983; Bitner, 1990;
Bloemer, de Ruyter and Peeters 1998; Bloemer and Kasper 1995; Boulding et al. 1993; Burton, Sheather
and Roberts 2003; Dube and Maute 1998; Ennew and Binks 1999; Oliver 1997; LaBarbera and Mazursky
1983; Patterson 1995; Selnes 1993; Yu and Dean 2001). In business-to-business research, several authors
show that a link between satisfaction and loyalty exists. For example, Eriksson and Vaghult (2000) found
that satisfied customers stay with the firm. Their findings indicate that long lasting and deep relationships
are the result of the parties involved being satisfied with the outcome of their work. Mouri (2005)
ascertains that experience which satisfies the need and desire of customer may increase the possibility of
long term relationship. A customer requires different satisfaction level at different stages of relationship
(Spath et al., 2007).

3. CONCEPTUAL FRAMEWORK AND HYPOTHESES DEVELOPMENT
RESEARCH HYPOTHESES

H1: The observance of Business ethics is effective on the customer loyalty.
H2: Attention to Relationship quality is effective on the customer loyalty.
H3: The customer's commitment is effective on the level of customer loyalty.
H4: The customer's trust is effective on the level of customer loyalty.

H5: The customer's satisfaction is effective on the level of customer loyalty.

H6: Observing Simultaneous the Business ethics and attention to Relationship quality is effective on the
level of customer loyalty.
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RESEARCH METHODOLOGY

This research base on objective is functional and to collect data for analysis (hypotheses or
questions) is descriptive - analytical and correlation branch.

Relationship Quality | >

Selection of sample and respondent’s demographics

The proposed research model is tested in the context of bank industry because financial services are highly
abstract services characterized by credence attributes and consequently difficult for consumers to fully
understand (Howe et al., 1994). Therefore, the customer must rely on the bank salesperson for correct
information and proper guidance (Roman & Munuera, 2005). Consequently, bank industry can adequately
reflect the actual characteristics of ethical sales behavior relationships. Accordingly, the study is empirical
based on the primary data collected from a sample of agricultural bank customers in Iran — Chahbahar free
zone. The study was carried out in 2015 on a convenience sample from ten main Iranian banks.
Questionnaires were administered to a total of 380 bank customers based on Cochran formula within the
area of Chahbahar free zone. A total of 230 respondents returned surveys, of which one questionnaires
were rejected due to the lack of some information. Thus, 229 valid questionnaires were finally obtained,
giving response rate of 60.2 per cent, a rate that is regarded as good. The participants in this study were
predominantly males (67 percent), majority (47.4 percent) of the respondents were ages up to 40 years old.
In terms of education, most of them (59.6 percent) were university graduates (possessed a bachelor
degree). Finally, (94.8 percent) of the respondents were married.

Data analysis

The statistical package SPSS (version 24.0) was used for data analysis. A two-step detailed statistical
analysis of data was involved. First, factor analysis was performed to extract the underlying factor of study
variables, second, the correlation coefficient "Pearson ", ANOVA test and multiple linear regression
analysis was performed to understand the effect of business ethics and relationship quality on customer
loyalty.

Measures

All constructs in this study (i.e. Business Ethics, commitment, trust, satisfaction and customer loyalty)
were measured using multi-item Likert scale adapted from prior research previously validated in other
contexts to ensure content validity. All items were measured using nine-point Likert-type scales. The
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respondents were asked to indicate their agreement or disagreement with the statements provided, with anchors
of 1 to indicate ‘strongly disagree’ and 9 to indicate ‘strongly agree’. This section consists of 29

questions that the five items used to measure ethical sales behavior were adapted from those originally
developed by Roman (2003) to assess ethical sales behavior from the customer perspective in the Spanish
financial sector. This scale was also adapted next by Roman and Ruiz (2005); Chen and Mau (2009);
Hansen & Riggle, (2009). All items were negatively worded and subsequently reverse coded. The Seven
items used to measure customer commitment was adapted from Morgan and Hunt (1994); Gruen et al.
(2000); Wetzels et al., (1998); Sanzo et al, 2003; Karande et al. (2008); Hansen and Riggle, (2009);
Kennedy et al. (2001); Chen and Mau, (2009). The measure for trust were adapted from Morgan and Hunt
(1994); Karande et al. (2008); Sanzo et al, 2003; Hansen and Riggle, (2009); Kennedy et al. (2001); Chen
and Mau, (2009); Sirdeshmukh et al. (2002); Eisingerich and Bell, (2007). The eight items measure of
customer trust designed to capture the major dimensions of trust: confidence, reliability, and integrity. These
items were utilized as well, focusing specifically on those that capture respondents’ perceptions as

to the integrity and reliability of the bank/sales person. The seven items used to measure satisfaction was
adapted from Crosby, Evans and Cools (1990). Customer loyalty was measured by a six-item scale
developed by Sirdeshmukh et al. (2002); Chen and Mau, (2009); Hansen and Riggle (2009).

Measure reliability

In this study, to determine the reliability of the test was taken a sample of 15 pre-test questionnaire and
then using data obtained from the questionnaires and to help Spss software reliability coefficient for each
variable were calculated using Cronbach'’s alpha. Results Software questionnaire show 91 percent of credit
that is acceptable.

Measure validity

Test reliability of the questionnaire factor by factorial analysis was performed using Spss software. In this
study, the questions are extracted and used from standard scales. And because it is a standard questionnaire

has content validityl.According to the results of all the factor loadings of variables, was higher than 0.5,
indicating the validity of the questionnaire.

Table 1. Descriptive statistics of variables

Relationship Quality
Loyalty usiness Ethics
Commitment Trust Satisfaction

Standard deviation  [1.5515 2.1753 1.5942 1.3386 1.4002

Source: Author

4. HYPOTHESES TESTS

On purpose “Investigate Impact of Business Ethics and Relationship Quality on Customer Loyalty” The
sixth hypothesis results in this case that between the relationship quality and business ethics on customer loyalty
of bank exists direct relationship. l.e. by increasing ethical behavior seller when providing services and
considering communications more friendly, becomes more customer loyalty. It also reviews the results of
ANOVA test and multiple linear regression between ethics and relationship quality on customer loyalty bank
observed a significant correlation between these two variables with loyalty that show the

Y psychometrics, content validity (also known as logical validity) refers to the extent to which a measure
represents all facets of a given social construct. For example, a depression scale may lack content validity if it only
assesses the affective dimension of depression but fails to take into account the behavioral dimension. An element of
subjectivity exists in relation to determining content validity, which requires a degree of agreement about what a
particular personality trait such as extraversion represents. A disagreement about a personality trait will prevent the
gain of a high content validity.


http://en.wikipedia.org/wiki/Psychometrics
http://en.wikipedia.org/wiki/Social_construct
http://en.wikipedia.org/wiki/Affective
http://en.wikipedia.org/wiki/Behavioral
http://en.wikipedia.org/wiki/Personality_trait
http://en.wikipedia.org/wiki/Extraversion
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positive relationship between them. The results of T-test and multiple linear regression showed that the
influence of business ethics on customer loyalty is more attention to the relationship quality.

The first hypothesis

Pearson Correlation test was conducted and the results shown taht There is a significant
positive correlation between business ethics and customers’ loyalty with a significant value of

0.000 lower than 0.05. Hence we accept the Hyphothesisl.In other words business ethics and
customers’ loyalty are related with high relationship (r = 0.889**). Also, it is a direct

relationship, means when the business ethics increases, the customer loyalty will increase. In
other words, whatever the employees are more honest and employees with better ethics collide
with customers, customers are more attracted to the bank, and will have greater loyalty to the
bank.

Column Beta with the value of 0.753 with a significant value of 0.000 lower than 0.05 indicates the
important role of the independent variable of ethical behavior in predicting and having the impact on the
equation and on the dependent variable, i.e. customer loyalty.

The regression equation of first hypothesis is as follows:
(Business Ethics) 1.257 +1.894=customer loyalty

In general, there is a significant relationship between customer loyalty and employee moral behavior, and
the impact of the independent variable (the business ethics of employees) on the dependent variable
(customer loyalty) is much stronger.

The second hypothesis

In order to test this hypothesis, we conducted a multiple regression analysis using customer loyalty as the
dependent variable, and the various components of relationship quality (trust, satisfaction and
commitment) as the predicting variables. Thus, we can identify the relative importance of relationship
quality components in explaining the variation in the customer loyalty levels. In the regression model
summary table shown that there is a significant positive correlation (R=0.704) between components of
relationship quality (trust, satisfaction and commitment) and customer loyalty. Also, according to the
value of adjusted R (R2 =0.415) found that the important role of the independent variables of relationship
quality in predicting and having the impact on the equation and on the dependent variable, i.e. customer
loyalty. Also, ANOVA statistics (F = 105.9; p <0.001) explain that relationship quality has a significant
positive association with customer loyalty. These are generally expected results and confirms the
hypothesis of study that believes that there is a correlation between them.

In other words, whatever the employees are more honest and employees with better ethics collide with
customers, the relationship with customers has better quality, i.e. if the customer is satisfied with the
performance and handling and speed of service. And if customers are willing to cooperate with banks, as
well as, customer loyalty increases. Attention to the issue of relationship quality with customer and its
management in the Internet service sector is of considerable importance. A relationship with a good
quality has many benefits for services firms, especially makes positive view of their customers, and also
increases their loyalty.

The third hypothesis

Pearson Correlation test was conducted and the results shown that There is a significant positive correlation
between customer commitment and customers’ loyalty with a significant value of 0.000 lower than 0.05.
Hence we accept the Hypothesis. In other words, customer commitment and customers’ loyalty

are related with high relationship (r = 0.712**). Also, it is a direct relationship, means when the customer
commitment increases, the customer loyalty will increase.

Beta column a value of 0.662 shows the effective role of the independent variable, i.e. the customer
commitment in predicting and effectiveness in equation and also the dependent variable, i.e. customer
loyalty increases.
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The regression equation for the third hypothesis is as follows:

(Commitment) 2.129 +0.508: customer loyalty

In general, there is a significant relationship between customer loyalty and customer commitment, and this
relationship is very strong, in other words, the independent variable has a significant impact on the
dependent variable, and the third hypothesis is confirmed.

The fourth hypothesis

Pearson Correlation test was conducted and the results shown that There is a significant positive correlation
between customer trust and customers’ loyalty with a significant value of 0.000 lower than 0.05. Hence
we accept the Hypothesis. In other words, customer trust and customers’ loyalty are related

with high relationship (r = 0.690**). Also, it is a direct relationship, means when the customer trust
increases, the customer loyalty will increases.

Beta column with a value of 0.532 shows the relatively high effective role of the independent variable, i.e.
the customer trust in predicting and effectiveness in equation and also the dependent variable, i.e.
customer loyalty increases.

The regression equation for the fourth hypothesis is as follows:

(Trust)1.46 +0.68: customer loyalty

In general, there is a significant relationship between customer loyalty and customer trust, and this

relationship is to a large extent strong, in other words, the independent variable has a significant impact
on the dependent variable, and confirmed the fourth hypothesis.

Fifth hypothesis

Pearson Correlation test was conducted and the results shown that There is a significant positive
correlation between customer satisfaction and customers’ loyalty with a significant value of 0.00 lower
than 0.05. Hence we accept the Hypothesis. In other words, customer satisfaction and customers’ loyalty
are related with high relationship (r = 0.567%*). Also, it is a direct relationship, means when the customer
satisfaction increases, the customer loyalty will increase.

Beta column with a value of 0.403 shows the relatively high effective role of the independent variable, i.e.
the customer trust in predicting and effectiveness in equation and also the dependent variable, i.e.
customer loyalty increases.

The regression equation for the fourth hypothesis is as follows:
(Satisfaction) 1.47 +0.70: customer loyalty

In general, there is a significant relationship between customer loyalty and customer satisfaction, and this
relationship is to a large extent strong, in other words, the independent variable has a significant impact on
the dependent variable, and confirmed the fifth hypothesis.

Sixth hypothesis

In order to test this hypothesis, we conducted a multiple regression analysis using customer loyalty as the
dependent variable, and the various components of relationship quality (trust, satisfaction and
commitment) and business ethics as the predicting variables. In the regression model summary table
shown that there is a significant positive correlation (R=0.881) between components of relationship
quality (trust, satisfaction and commitment), business ethics and customer loyalty. Also, according to the

value of adjusted R (R2 =0.774) found that the important role of the business ethics and relationship
quality in predicting and having the impact on the equation and on the dependent variable, i.e. customer
loyalty. Also, ANOVA statistics (F >5; p <0.001) explain that business ethics and relationship quality has
a significant positive association with customer loyalty. Also, multiple regressions are significant
statistical technique to understand the relationship of variables. Regression coefficient received on
customer satisfaction, trust and commitment is (Beta=0.403, 0.532, 0.662 and P< 0.01). Thus, we can
identify the relative importance of relationship quality components and business ethics in explaining the
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variation in the customer loyalty levels. These are generally expected results and confirms the hypothesis
of study that believes that there is a correlation between them.

5. DISCUSSION AND IMPLICATIONS

This study provides a model, explaining how bankers’ ethical behavior and relationship quality are able to
establish higher customer loyalty. In other words, this research has proved that the analyses of relationship
quality variables and business ethics can predict customer loyalty in the case of Iranian banking customers
well enough. The results of this research showed that there is a direct relation between sticking to the
principles of business ethics and bank customers’ loyalty so that with increase of business ethics we will
establish higher customer loyalty. With analyses of the results of ANOVA test and multiple linear
regression on business ethics and loyalty of customers, a significant association that showed a positive
relationship between these two variables has been seen. The results of this research is consistent with the
results of Ansari et al (2012) and Roman (2003). As a result, staff commitment to business ethics has a
direct impact on customer perception of products and services and leads to higher loyalty to the
organization. Thus, this research represents an initial step in analyzing the role of ethical behavior,
perceived by customers, to develop and maintain the relationship with customers. The findings showed
that ethical behavior of a seller leads to higher customer satisfaction, trust and loyalty to the bank.
According to the results of this research, bank managers ought to consider employees' behavior as a vitally
important issue. Today organizations are not mechanical like a tool to be managed and to guaranty
improvement of their quality, so it can be concluded from the findings that quality will be achieved with
only focusing on ethical values. Quality management and business ethics are prerequisites of each other,
therefore ethics related researches should be done on how to use the tools and techniques of quality
management.

Moreover, the paper, by empirically validating customer loyalty, contributed to the role of relationship
quality based on what was perceived by the bank customers in order to develop customer loyalty (through
customer trust, commitment and satisfaction) to the bank. Consistency between this study and the previous
one, proved relationship quality as a significant predictor of customer trust, commitment, satisfaction and
customer loyalty as in Alrubaiee (2012), Kim et al (2006), Rahim nia et al (2012), Ranjbarian et al (2011).
Dubinsky used the same variables (relationship quality, commitment, trust and satisfaction) in his research
as well with the conclusion that these variables had a significant positive relationship with customer
loyalty. As a result, higher communication quality can cause more interaction between the service provider
and its customers to establish long-term relationships, which is in the context of development of loyalty.
Emphasis on the relationship quality with customers and managing it entails many benefits for service
organizations such as increasing organizational capacity in critical conditions, more profit margin, positive
reaction of customers to buying and persuading others. Due to the specific characteristics of services, this
study revealed the importance of relationship quality and proved that focusing on this matter and
strengthening interpersonal communications can be effective on customer loyalty in banking services. A
higher-quality relationship and more friendly behavior with customers, who are deciding to purchase a
service, acts as a strong motivational factor to reduce risks and consequently makes the decision process
easier. Although relationship quality is not considered as commitment for future satisfaction, it can lead to
increasing confidence in service shopping. Thus, a relationship with a higher quality and with more
satisfaction level leads to higher growth in income and greater share of the market. According to the
hypothesis confirmation, with an emphasis on building relationships with customers and creating high
level of trust and satisfaction and relationship commitment, relationship marketing activities leads to an
increase in quality of the communication. Therefore, service sector should form intimate, friendly and
informal relationships outside the organizational framework in order to develop customer loyalty.

Also the results of this research show that there is a significant direct relationship between the
commitment and loyalty of customers and with increase the sense of customer commitment in the bank, as
well as greater customer loyalty. The results of this study showed that among the factors related to
relationship quality l.e.: satisfaction, trust and commitment, factor commitment has greater impact on
customer loyalty. This result is consistent with some previous research and support their findings such as:
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Alrubaiee (2012), Oliver (1997), Oliver (2003), Pritchard et al (1999), Rahim nia et al (2012). As a result,
the commitment is important to create long-term relationship and lead to more commitment to maintain
the relationship and build loyalty. Also Commitment as a trust is one of the factors level measurement of
relationship between the customer and the bank. Thus, according results of this research, can be said that
commitment is the most important structure of the relationship quality in order to create long-term
relationships and loyalty of customers. According to the results can be suggested that bank managers can
give to their employees the necessary training to establish friendly relations, intimate and informal to
increase its customer relationship commitment. Also banks with superior quality service than other banks
can be cause more customers commitment. On the other hand, according to several studies that have been
done in this case, banks can enhance development commitment customer through value creation and
satisfaction on customers, which in this case can be offered strategies and interactive marketing tactics and
management principles of Customer orientation.

Also the results of this research show that there is a significant direct relationship between the trust and
loyalty of customers and with increase the sense of customer trust in the bank, as well as greater customer
loyalty. This result is consistent with some previous research and support their findings such as: Alrubaiee
(2012), Chen and Maaou (2009), Reichheld and Schefter (2000), Kim et al (2006), Baradaran et al (2011),
Rahim nia et al (1391).

As a result, winning the trust of customers to create long-term relationships and increase their loyalty is
very important and high levels of customer trust to service providers, is to create lasting relationships and
loyalty. Several researchers have expressed that trust as the main factors causing the development of
successful customer relationship and customer loyalty. They state that the customer needs to feel secure in
their relationship with the service provider and ensure that their interaction with the service provider is
reliable enough to trust them. In this research was shown that trust is very important and key role in
improving customer behavioral tendencies and also reduces their tendency to change banks. It is worth
noting that customers perceive and believe the security services organization have desirable effects on
customers based on their use of online banking services. Therefore, create a sense of trust in the consumer
lead to loyalty and frequent use of the service organization.

Also the results of this research show that there is a significant direct relationship between the satisfaction
and loyalty of customers and with increase the sense of customer satisfaction in the bank, as well as
greater customer loyalty. This result is consistent with some previous research and support their findings
such as: Aydin and Ozar(2005),Bowen and Chen (2001), Martnson (2007), Gilbert et al (2004), Oliver
(1999), Fornell(1992), Ball et al (2004), Levitt (1981), Bolton (1994), Bloemer and Kasper (1995), Oliver

(1980), Bitner (1990), Heskett et al (1994). When are offered superior customer expectation service and
innovative that have been out of customers expect makes the surprised customer, because satisfies one
hidden need him an innovative way, thus he will reach to the upper stage that called pleased. And placed
his loyalty after this stage.

Several researches has been shown positive impact of business ethic and relationship quality on customer
loyalty separately, but in this research has tried be evaluated to the impact of business ethic and
relationship quality on loyalty simultaneously. The results of this research confirm previous research
results, and show the positive effect of these two factors on customer loyalty. Findings of this research
showed that not only depends the development of customer loyalty to the business ethic of employees and
sellers, but also is important the ability to create one high-quality relationship with customers in this
context. Results of this research showed that are not of equal importance attention to the business ethic
and relationship quality in terms of customers. Therefore, the organization should consider how to
appropriate behavior with customers, how to manage complaints about the quality of service and, etc., to
give great importance. Customers that sees ethical sales behavior are more likely to trust the bank and thus
to show a commitment to it. As a result, customer who trust to the bank and will maintain its commitment
to the bank, in turn, are more likely to desired behaviors, for example, show a more loyalty. This research
represents an important step in examining and understanding the dynamics of the relationship between
ethical behavior and relationship quality on customer loyalty in the banking industry. So banks that
important long-term relationship with customers is valuable to them, have to achieve an environment
where the potential for unethical behavior is minimized. From the perspective of management ethical
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behavior is one vital determining factor for customer loyalty in banking services. So for the banks that
would like to building long term relationships with customers, how to encourage staff to strengthen ethics
is very important when providing services. Therefore, having a new strategy, attention to the important
points in establishing, maintaining and expanding customer relationships and trying to satisfy his to
expand achieving the goals of customer-centric and brings bases of loyal customers in the long term.

Words ethics, commitment, trust and satisfaction will become more important in service organizations,
especially banks because of total dependence on customers for survival. Offering various products and
proportional to customer needs, commitment to the promises and provide the best possible services is
important from the banks in order to keep existing customers and loyal to their bank for competition
market share.
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Abstract

Consumer behavior in recent decades has been one of the most important consideration of marketing
researchers. Diversity of consumer behavior is due to variations in effective factors on behavior of individual
and incentives of individual to buy. The existence of different groups of consumers for markets of a product
reflects the wide differences. Today's the consumer is considered as a primary key of success or failure of a
company so it is important to understand consumer behavior. Narcissism mainly as a character that shows
stability over time, more recent research suggests that changes in situation may arise in narcissism. Mass
customization systems provide opportunity to produce their products in a unique design for consumers and
for retailers and manufacturers, departments of customers who design unique products because of their
potential impact on product releases and profit from it have considerable importance. Therefore, in this
research we are trying to evaluate concept of narcissism in marketing and its relation to consumer behavior.

JEL classification: D23

Keywords: Narcissism, Consumer Behavior, Marketing

1. INTRODUCTION

During the buying products, consumers are faced with many decisions. The researchers of consumer behavior
perform significant effort to better understand how such decisions are expressed. Recently Luxury Consumption
critical is Called in connection with the person and excesses, extravagance and excesses Social. Luxury
consumption, is a phenomenon that is relatively universal, has Greater inclusiveness in developed countries and
is growing among the middle class in developing countries. In other words, luxury Consumption is common in
countries that have a tendency toward materialism. Deluxe or luxury products meet requires of an individual to
the social prestige and by buying these products show their character. Brand has a significant impact on
consumer perception and decisions related to buying, Patients with histrionic personality disorder has been very
Attention-seeking and these people are extreme in their reactions and Due to the dramatic and intense responses,
this term has been applied to them and this disorder is more common in women. As well narcissistic people has
Non-realistic perception of their importance, Unexceptionable, deceived people and lack of empathy and a lot of
problems in relationships (Santrock, 2004). "One of the characteristics of humans during human life is their
consumption behavior. Per person for continues the individual and social behavior, it is necessary, which
consume some of the creations of human in various spheres of life, covers Consumption of various dimensions
all the trappings of material and spiritual of production of human. Each of us use or consume based on a special
system, food, clothing, housing, Transport, household goods, ideas and services. Behaviors of Human
consumption on the one hand, affected on various aspects of economic and social life and on the other, is
influenced by various factors.
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Usage pattern can show issues such as lifestyle, floor and even the type of attitude of individuals and on the
other, can be measured according to mentioned items amount and type of consumption” (Khajenuri,
Mosavat, Moazeni; 2012). "Consumers use of products to define their identity in different situations. A
consumer may buy, use and discard a product but different people may have different ways to do this
function. In addition, can consider consumers as actors, need to different products to help them to play a
different role (Solomon, 2013). “Narecissistic Consumers, focus their attention on products with higher
prestige and uniqueness and thus create an important part that make replication with latest products
(Sedikides, Cisek, Hart, 2011). For retailers and manufacturers, departments of customers who design
unique products because of their potential impact on product releases and profit from it have considerable
importance (lbid). The use of unique products acts not only as a strategy for individual appearing in
material world (Emmons, 1984), but also Brings a colorful life style for the general public and it is
important to superiority (Chatterjee and Hambrik, 2007). Due to the increasing rate of narcissism and
tendency toward materialism around the world, distinct advantages of unique products and because of
narcissistic people make an important part of the market for large manufacturers in this research will
examine the meaning of this term in marketing.

2. BACKGROUND OF RESEARCH

Rashidian (2006) pays to explore the culture of narcissism and Christopher lasch views Show some
shortcomings and Unilateralism of his view that provides ability to effectively to analyze and understand
many present human behaviors in Western culture and in effective cultures from that (Rashidian, 2006).

Saffarinia, Tdris Tabrizi, Mohtashami and Hassan Zadeh (2014) examined the impact of community-
friendly and narcissistic personality traits on social well-being of residents in Tehran. The results showed
with the decrease in people's narcissism and strengthening Friendly community personality in them Can
also helped to improve their social well-being (Saffarinia et al.,2014).

Khairy and Fath Ali (2015) explored the factors influencing on intention to buy Deluxe products, Results
showed that consumer attitudes toward luxury products, quality services, luxury restaurants, Perception of
luxury brand and Social impact has impact on purchase intention While the image of the restaurant and
arrogance didn’t have impact on intend to buy (Khairy, Fath Ali, 2015).

Heidarzadeh and Teimourpour (2013) explored market of luxury goods based on the perceived value of
luxury by consumers and its results is Initial steps to better understand consumers Toward luxury goods
and Different aspects of value and showed the extent to which luxury consumer market Can be
heterogeneous and the reasons of luxury market valuation are different (Heidarzadeh, Teimourpour, 2013).

Ganji and Shafaii Moghadam (2012) conducted the study of Luxury consumption (various goods and
services) Urban and rural population of Iran by relying on theories of Pierre and concluded that in the
present society Part of consumption Not because of the need for purchased goods, But also takes place
because of acquisition of higher status that it is called "prestige consumption " And the phenomenon of
imitation of foreign consumption are also seen not only among private consumers Among the government
agencies (Ganji, Shafaii Moghadam ,2012).

Vaziri Behrozan and Yousefi (2012) explored Clothing consumption and Influential Factors on that
Results of a study on 272 high school students in Shahroud Showed that the propensity to performing
consume is high and Major portion of Fluctuations desire to Clothing consumption is under the influence
At the same time social status, religion, gender, age, follow of others and Some of their combined forms (
Vaziri Behrozan, Yousefi ,2012).

Abdolvand and Reihani (2010) evaluated the impact of psychological antecedents and brand on use of
luxury goods in young people the results indicated that the two measures antecedents of brand and
psychological of antecedents have a significant impact on consumer behavior of luxury goods among
young people. As well as the impact of each of the studied variables have been different according to
levels of income, education and gender (Abdolvand, Reihani ,2010).
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Lambert & Desmond (2013) in checking narcissism and Male consumer of brand names, paid to compare
broking nature from narcissistic with the orientation of a group of non-narcissistic in dealing with people and
brands and evidence shows that narcissistic people have fragile personality (Lambert, Desmond, 2013).

Husic and Cicic (2008) in examining of luxury consumption Factor and concluded that Perceived quality
of consumers in these markets, is the determining factor of brand and also represents a "snob effect”
stronger among respondents, that apply from Buying unique items in an effort to itself distinguish as well
as a rare product is indicative of the prestige and respect among respondents. And therefore consumers of
luxury goods around the world have similar behavior (HusiC, Cicic, 2008).

Giovaninni and Thomas (2014) examined use of luxury fashion and consumers of Y generation and this
research from the perspective of self-concept clear some fashion consumer behavior of deluxe generation
Y and Self-awareness and self-esteem have significant impact on the consumer of generation y and Also
motive for luxury consumption and brand loyalty (Giovaninni, Thomas, 2015)

Clark, Carlov and Neale (2014) paid to explore the various aspects of narcissism and in exploratory analysis
Extracted 8 factor Contingent Self-esteem, fantasy and High imagination, Ability, leadership, degraded its value,
Exhibitionism, manipulation, Right and excellence and found that this agents of Narcissism have had Different
relationships with self-esteem, depression, anxiety and stress As well as this 8 factors is reflecting both higher
dimension of adaptive and maladaptive narcissism (Clark, Carlov, Neale, 2015).

Zuckerman and O'loughin (2009) explored the narcissism and Welfare that this longitudinal research paid
to at the same time to explore the prospective narcissism and several indicators of well-being in a non-
clinical population. Analysis showed that narcissism can increases welfare but the increase narcissistic
does not increases welfare. (Zuckerman, O'loughin, 2009).

Stoeber,. sherry and Nealis (2015) explored the multidimensional perfectionism and vulnerable and magnifying
narcissism. The results showed that self-oriented, other-oriented and social perfectionism is different with
magnifying and vulnerable narcissism. While all three forms of perfectionist indicate a positive and unique
relationship with magnifying and vulnerable narcissism (Stoeber, Sherry, Nealis, 2015).

Wang, Sun and Song (2015) explored the motivations for luxury consumption and eight factors were
identified as self-actualization, product quality, social comparison, and the influence of others, Invest for
the future, motive for gift, age and personal income. Young consumers usually do not have program
before buying, they do Buying Deluxe products more on emotion and less for self-actualization and invest
in the future (Wang, Sun, Song, 2015).

Brun and Castelli (2013) explored the nature of luxury, perspective of consumer and Came to the
conclusion that the concept of Deluxe is a concept of multi-faceted and comprehensive approach that is
used to classify consumers. And originally is used to reveal the characteristics of different customers and
prove that tangible and intangible characteristics and social distinctions are dependent to the underlying
motivation for the purchase of luxury goods (Brun, Castelli, 2013).

Seo, Buchanan-oliver & B.cruz (2015) explored markets of luxury brands as a multiple collision and
explained consumption of luxury goods in the multicultural market. The results indicated that consumers
are influenced by the internal beliefs in a national market (Seo, Buchanan-oliver,Cruz, 2015).

Seo & Buchanan-oliver (2015) examined the luxury brands, Industry trends and the concept in the future.
The results indicated that luxury brands have been emerged as a particular form of Brand that transfer
unigue meaning to his followers. That this meaning has been formed by number of important trends of
cultural, social, and foreign that researchers and practitioners with regard to consumer deluxe model have
reached to it (Seo, Buchanan-oliver, 2015).

Boson, Lakey, Campbell, Zeigler-hill, Jordan and kernis (2008) explored Clarifying relationship between
narcissism and Self-esteem that results of some research showed that the narcissism indicates high Self-
esteem but some of the results showed the opposite. They use masks model for narcissistic, such
responded to this fascinating question that why narcissistic as megalomaniac behavior between Exploiters,
that they do not love a depth of within himself (Boson et al., 2008).
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Cheah, Phau, Chong & Shimul (2015) in checking records and reputation of the brand in the tendency to
buy luxury brands came to the conclusion, Prominent brand affected in order to Buying luxury brands as
well as social status has a significant impact in arrogance and Conceit of material and tend to buying
Deluxe brands (Cheah et al., 2015).

Nagi and Cho (2012) in an article entitled young deluxe consumers in China, based on the key values of
Deluxe-oriented behavior patterns, identified four separate section for young consumers, Cross-border
section, established, followers and immaterial Deluxe (Nagi, Cho, 2012).

3. THE CONCEPT OF NARCISSISM

"The concept of narcissism or unhealthy self-love; It was introduced for the first time in the writings of Freud,
But coherent theory in this field returns to work such as Mental Cavani Such as, Khot and Kerenberg. According
to the Khot that, in addition to the solidarity in conceptualization has support of research, Narcissistic is
transformation process value in the "self” that continues from birth to death. In other words, the person
throughout his life tries to move toward primitive and childish narcissism that, is at the beginning of the whole
development and has features such as jealousy, arrogance, exploitation and sense of entitlement to value of
"healthy himself" that, is at the end of this spectrum. Research findings show that in the normal population,
Narcissism is a multifaceted personality structure that has, complex relationship with mental health. Some
components of this structure of personality such as authoritarianism, Supremacy and self-acclaimed somewhat
are predictive value, and are totally unrelated to mental disorders. Others, such as exploitation and sense of
entitlement are considered as predictors of psychological problems, depression and anxiety. So, extreme
narcissistic is considered as one personality disorder that appears as a pervasive pattern consists of grandiosity
(in fantasy and action), need for admiration and lack of empathy po wer” (Ghorbani, 2014). Patients with
histrionic personality disorder has been very Attention-seeking and these people are extreme in their reactions
and Due to the dramatic and intense responses, this term has been applied to them and this disorder is more
common in women. As well narcissistic people has Non-realistic perception of their importance,
Unexceptionable, deceived people and lack of empathy and a lot of problems in relationships (Santrock, 2004).
In the contemporary world, practices narcissistic behavior has great vogue and modern societies usually wings
to attribute such a sense of grandiosity, exhibitionism, entitlement, exploitation in interpersonal relations and
lack of empathy (Watson, Taylor, Morris, 1987). During the buying products, consumers are faced with many
decisions. The researchers of consumer behavior perform significant effort to better understand how such
decisions are expressed. Recently Luxury Consumption critical is Called in connection with the person and
excesses, extravagance and excesses Social. Luxury consumption, is a phenomenon that is relatively universal,
has Greater inclusiveness in developed countries and is growing among the middle class in developing
countries. In other words, luxury Consumption is common in countries that have a tendency toward materialism.
Deluxe or luxury products meet requires of an individual to the social prestige and by buying these products
show their character. Brand has significant impact on consumer perception and decisions related to the purchase.
Need for uniqueness refers to psychological desire for uniqueness rather similar to others. In other words, this
concept is meant to the consumer needs to search for products and distinct material goods, to show different
himself than others. Need for uniqueness first time in 1980 was interred by "Sander and Feromekin" in literature
of marketing and consumer behavior. The researchers noted that people tend to realize themselves unique and
unsurpassed to others. They added that they have great value for something unique that obtain in difficult.
Hence acquisition of large material assets, may give the impression to people that are different than others (Tian,
2001). According to Tepper and Bearden (2010), showing unusual and unique objects can satisfy customers'
needs to be different than others. In the case of luxury goods, the customer needs to unique as compared to
others, is achieved through acquiring luxury goods to improve their personal identity (Tepper, Bearden, 2010).
Almost all active in the field of luxury goods tend to manage their brands through the concept of "scarcity"
because usually customers of these items feel that Luxury goods are not used by many people and users are
limited (Dubois & Paternault). Zimmer and et al (1999) found that perceived image and quality of unknown
brands, are affected through the customer needs to unique (Zimmer, Little,Griffiths, 1999). Also
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Amaldoss and Jain (2005), in the study of social needs on excessive consumption, found customer
Because of their need to unique turn toward buying quality goods but exactly the opposite is true. The
results of that study is support of this idea that Customer perception of the brand has relationship to needs
to unique (Amaldoss, Jain. 2005).

Theoretical Foundations of narcissism

Attribute narcissism

"Narcissus" in Greek mythology is the name of the young beauty, who is placed in loved a girl named "Echo”.
He neglected to echo so that poor girl's body is disappeared and from him stays just sound later,

"Narcissus™ in punishment for neglect suffered the same pain, this means that in limpid spring sees his picture
and will be caught to his love. The word "narcissism” means "narcissism" has been taken from this narrative,
Narcissistic to say someone that note to herself in somewhat unbalanced and unhealthy (Narimani, 2011).
Couplings and Campbell (2008), define narcissistic tendencies as a preoccupation to herself and a lack of
concern for others. In their opinion Materialism is one of the examples of narcissism epidemic in America
(ibid.). Freud (1914), know narcissism one of the most important findings of its own and says we will put steps
by born from a narcissistic absolutely adequate to stage perception of an external and variable world and the
beginning of discover topic. According to the Forum (1976), the modern consumer determine himself with the
formula I’m that is equal what | have and what | spend, He defines his narcissistic personality to a marketer
character that is relevant to "having" and Includes alien and destructive impulses that Looking for a tool relation
with others. Lasch (1979) has known marketing relevant to narcissism and says that marketing puts the
consumer at the center and gives him instant gratification. According to the Psychiatric Association of America
(2013), narcissism is defined as a pattern of grandiosity that is combined with need for admiration and lack of
empathy (American Psychiatric Association, 2013).

Narcissism from the perspective of Freud

One of the important discoveries of Freud is theory of narcissism. Freud (1914), who considers it one of his
most important discoveries, and seeks profit to understand certain phenomena such as psychosis (narcissistic
neurosis), Love, anxiety (fear of castration), jealousy, sadism, and also an understanding of collective
phenomena the such as the readiness of oppressed classes for loyalty to his rule, according to Freud thought, a
man never overcome to “the core of narcissism “of himself. Freud's fundamental belief that it was from

him remains unchanged. The main mode of human in beginning of newborn, the first is narcissism. And
during normal development, children increases breadth and intensity of his relations with the outside of
world but in many moments cuts his dependence on topics and returns it to me (secondary narcissism). But
even in the normal human growth and development throughout life remains somewhat narcissistic
(Narimani, 2011).

Views of forum about narcissism

According to forum, people who prepare the more freedom for themselves, their safety is limited. He
Raises requirements five due to the dichotomy between freedom and safety, need for affiliation, which is
realized by destructive and constructive ways. This need stems from this fact that man, in terms of the
ability to think and reason, has lost Instinctual relationship with nature, as a result, man must create its
own relationship and most satisfaction relationship is relationship based on producer love with another
human that leads to compassion, responsibility, respect and mutual understanding. In fact, forum knows
love as the best way to satisfy this need, and any failure to satisfy the sense of dependence knows Leading
to narcissism (Sholtz, Soltez, 2013).

Dimensions of narcissism from the perspective of Raskin and Terry

According to Raskin and Terry (1988), narcissism has seven dimensions’ authority, merit, excellence,
glaring, fame, desert and arrogance (Raskin, Terry, 1988).

Authority
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The authority Includes impact or lack of impact on people, Sense of success or failure, daring or
pretentious or lack of courage, Possession or function, sense of giving recognition by others or lack of it,
Leader or follower, feel the leader or learn to lead (Ibid.).

Merit

Merit includes responsibility for the decisions or willingness to accept responsibility for decision-making
in the sense of competence, Information about the performance or lack of information in some cases,
affiliation or non-affiliation with the others in doing things, Belief in the all or limited freedom In lifestyle,
hope or despair to success, believe in the ability or inability of the others (Ibid.).

Excellence

Excellence includes belief in being a good or embarrassment during defined, Belief or non-belief in being
special, Interest or no interest to being defined, Willingness or unwillingness to sign biography, Belief or
lack of belief in the supernatural or being an exceptional.

Glaring

Glaring Includes modesty or lack of humility, or Courage or caution in Exercise, preferring to public or
being in the spotlight, grow or not grow on their own, Initiate or lack of attention to new patterns interest
or lack of desire to become famous, Depression, or indifference to the neglect of the people (ibid.).

Fame

Includes ability to express or accept the results of behavior, feel easy or unwillingness to guide and control
people, feel read minds or lack of understanding, a sense of interest and or inability to storytelling and
believed to be convincing or not (ibid).

Desert

Desert Includes thinking ability and inability to rule the world, Favorites or neglect of respect of others
than him, happy logic or expectation of happiness, expectation of others or to help others, Satisfaction or
dissatisfaction of downloads, willingness or unwillingness to power (ibid.).

Arrogance

Arrogance Includes interest or unwillingness than boast own to others. Interest or no interest in looking at
his body and look in the mirror (Ibid.)

Mode narcissistic

Narcissistic consumers or those who are in a state of narcissistic induction have significant importance for
companies using mass customization systems (Fox, Rooney, 2015). To develop a unique product,
Companies do not have to increase share of customer from Narcissistic real or parts of target that contains
a large number of narcissistic However, the Company may create a state of narcissism among the current
users by using marketing communications (Manipulation and stimulation based on the advertising)
recognize similar benefits. Companies can use several methods to create a state of narcissism (Debelis et
al., 2016). Narcissism mode can be stimulated through marketing communications to influence the product
unigue. Manipulation mode Narcissism causes Consumer design products more unique. Feelings evoked
of desert can Increase consumer creativity through increased demand for unique. Arousing a narcissistic
mode (independent of the prevailing levels of narcissism consumers attribute) provide Causal evidence for
impact of proposed of Narcissism on a unique product. In addition, creating a stimulation technique that
can be used in marketing, is a strategic tool to influence the unique products (ibid.).

4. CONCLUSION

With the advancement of technology and the manufacture of various products Consumers have more willing to
buy luxury products or finishes stating about luxury goods that has unique features and are precious and
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more valuable than essential commodities. Brand has created value for the consumer and enhance
consumer understanding of luxury and quality of product and for some target consumers of luxury and
extravagance is too much from personal well-being. These people tend to show their individuality goods
and understand others to them. To do this, give more money and toward the purchase luxury have
emotional approach. Use from the term of consumption (boastful types), to demonstrate the willingness of
people to showcase outstanding evidence of their willingness to purchase luxury consumer. Examine the
relationship between this narcissistic with the behavior of consumers and the willingness to buy Non-
essential goods and in other words, luxuries, is including issues that can help to successfully in marketing.
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Abstract

Since the political connections of companies with the government are significant factors in determining the
company’s value, we therefore investigate the relationship between the political connections of companies
and stock returns. To conduct this research, we selected 116 listed companies in the Tehran Stock
Exchange during 2010 -2015. Multivariate regression was employed to test the hypotheses, and the results
of the analysis rejected those hypotheses, that is to say, stock returns have no direct relationship with the
political connections of companies. Additionally, stock return premiums of the companies having political
connections does not increase when their shareholder are governmental institutions.

JEL classification: P26

Keywords: Political connections, Stock returns

1. INTRODUCTION

The political connections of financial firms are noteworthy factors which influence financial reporting
quality and the cost of ordinary shares and consequently company returns (Chaney et al., 2012).
Companies are largely inclined to communicate closely with government and politicians because these
connections bring many benefits, such as the privilege of market access, tax breaks, easier access to credit,
government subsidies (Aning Sejaty, 2009). Instead, the politically connected companies may share the

benefits gained from these connections with politicians (Aning Sejati 2009, Bushman et al., 2004). Such
economic context at a community level is called “relationship-based economics” (Chen et al., 2011).

The politically connected companies easily achieve capital resources and other benefits through their
connections which cause them to rely less on high-quality financial reporting (Chaney et al. 2012, Aning
Sejaty, 2009).

Political connections have also significant aspects in Iran, and the presence of politically connected
managers and owners of most companies which is due to the governmental nature of those companies and
large industries as well as the Iran’s governing economic system economy altogether are translated into
the governmental economy.

The positive relationship between political connections, economic criteria and the company’s value is

clearly visible. Given that the political connections of a company with the government are the important
factor in determining the company’s value, this study tries to investigate whether the improvement of
political connections with government is directly reflected in company’s stock returns?

Previous research has indicated that the relationship between stock returns and the political connection of
companies with government is a direct one. (Civilize et al., 2015); however, the type of political
connections is examined in this study.
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2. THEORETICAL FOUNDATIONS

Political connections and relationship-based economic systems: relationship-based economic systems
are known by weak legal requirements and lack of transparency (Rajan and Zingales, 2008). People in this
system require a degree of ambiguity in order to protect their connection against a healthy competition
(Aning Sejaty, 2009). The economic systems of some East Asian countries have achieved impressive
economic growth in recent decades. The World Bank published a report titled “East Asian miracle” in
1993. This report represents 8 countries that achieved miraculous economic growth between 1965 and
1990. These countries were Japan, Hong Kong, Singapore, South Korea, Taiwan, Indonesia, Thailand and
Malaysia. The economic systems of these countries are fully relationship-based. The Malaysian
government assists and protects the companies having close connections with key government officials
(Aning Sejaty, 2009). Fisman believes that political connections while compare with the economic base of
a company is the major determinant of the profitability of companies in the developing and East Asian
countries. He believes that the gain of the politically connected companies is largely dependent on the
decision of the government which highly respects them (Fisman, 2001). In politically connected
companies, the access to capital resources is not much dependent on the reported earnings because the
political connections lead to easy access to credit and the capital resources of government-owned banks
(Boubakri et al., 2012, Chin and John 2004, Cull and Xu 2005).

Accruals quality and political connections: Many studies indicate that compliance with accounting
standards alone cannot guarantee the quality of the financial statements and the items included because
other factors also influence the quality of financial statements and reporting. Financial statements prepared
by an economic unit are under the influence of various factors in addition to accounting standards. The
lobbying activities of managers and owners of financial firms in political circles is an important and
considerable factor (Aning Sejaty 2009; Faccio, 2006; Cheney et al., 2012). The political influence and
connections not only affect the financial position of financial firms, but also affect the motivation of
managers as to the preparation of financial statement and reporting; hence, a dramatic difference between
the quality of financial statements of politically connected companies and that of non-connected ones is
anticipated. The quality of financial statements is an interesting issue in the accounting literature, which
has attracted the attention of many experimental researchers in the context of positive accounting theory.
The quality of financial statements is mainly measured through accruals quality (Palepu, 2003). Ball et al.
argue that accrual quality is under the influence of extra- and intra-organizational factors. According to the
political cost hypothesis presented by Watts and Zimmerman, politicians are capable of influencing company’s
resources by employing the wealth distribution policies. Cash rewards are also one of the main

factors contributing to managers® wealth. Changes in cash flow can be influenced by tax, specific
regulations and related information to political costs; therefore, managers are forced to consider regulation
and rules that influence company and control them if it is possible.

The hypothesis claiming that larger companies suffer more political costs than smaller ones is not rejected
regarding the research conducted by Watts and Zimmerman about the relationship between political costs
and the size of companies. They concluded that tax rates over time and between all companies and
industries is not the same (Digan, 2003)

Digan and Hallam (1991) indicated that companies with higher market share related to their industry will
most likely have more political costs. (Digan, 2003)

In another study conducted in Australia, Panchapaksan and McKinnen employed other criteria to measure the
size of company. These criteria included “the market share of relevant industry, return on investment, the
number of employees, the number of shareholders, social responsibility reporting and news coverage”.

In sum, the hypothesis of this study was the relationship between market share, the number of employees,
the number of shareholders, social responsibility reporting, news coverage and the amount of political
costs, and the results showed that company size, market share, the number of employees, the number of
shareholders, social responsibility reporting and news coverage have a similar effect on the political costs
(Pour Heydari and Hemmati, 2004)
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The definition of political costs: Zimmerman defines the political costs as follows: politicians and
customers often use accounting information in order to compare the efforts made for the reallocation of
resources among themselves as the company cost. This reallocation may be made by government
regulations and rules (tax rates, import and export taxes, customs duties, the right to property and
company’s asset) or by custodian groups and legislators such as labor unions. Therefore, any successful
attempt for the redistribution of company resources to outside is known as the political costs (Zimmerman,
1986)

Accounting and the political process: the benefits of the information obtained from the political process
are not fully captured because of the cost of information, the absence of effective market for the
capitalization of future flows resulted from it as well as transaction costs.

Individual voters are not encouraged to vote because they suspect that their votes be ignored while
observing the absent service. Moreover, vote buying is illegal and there are incentives for politicians to
disclose, and therefore vote buying is costly. Land bargain is also costlier than securities one.

The shareholders, in the market, who own a small part of the company have little incentive to monitor
company managers, and in the political process the voters, too, are not determined to monitor government
agents and their representatives; however, it is assumed that these two processes are also different in terms
of centralizing costs of the benefits of additional monitoring.

According to the hypothesis, the centralizing costs of the benefits gained from reduced management
expediency (negligence) are lower in the market process than that of the political process. It should be
noted that the difference between the political and market processes is due to differences in transaction
costs and property rights for improved monitoring. If the costs in both processes are equal and positive,
people have the same motivation for collecting data.

Accounting research to date has assumed that transaction costs in the political process are extremely larger
than those in the market process; therefore, voters are less inclined to acquire knowledge.

In the economic theories related to the political process it is assumed that politicians are looking to
maximize their wealth; therefore, the political process hypothesis is a competition for transferring wealth.

Taxes and regulations lead to wealth movement through government services, subsidies, tariffs, etc.
Participation in the political process is not free of charge and requires affording information reception
costs. Companies, too, operate in a political environment and necessarily incur costs through the financial
process. Consequently, companies in order to carry on their activities are forced to negotiate with
authorities and justify them to continue their activities. Even companies participate in the political
activities related to elections to take benefit from legislation advantages, and they incur costs (Marx 2001).

The nature of the political process: the political process makes politically sensitive companies to choose
methods to delay earnings. However, it is likely that the political process creates incentives to reduce the
variance of reported earnings. Variance is significant in cases where it is likely for the regulations to be set
in the period of high earnings while being ignored in later periods with lower earnings. This asymmetry is
consistent with the cost of information. The media often calculate the percentage increase in comparison
with the same period in the previous year.

This usage type of accounting figures causes managers to strive for reducing the variance in reported
earnings. Higher percentage and increase usually attract attention and are used as an evidence of the
presence of a crisis or monopolization.

Two theories are introduced in the political process, and according to one of them, the political process is a
method to deal with the known weaknesses in the market (protecting the public interest) while the other
shows self-interest is the case in the political process as in the market and the political process is a field for
creating wealth (Solomons, 1978).

The impact of the political processes on accounting methods: in this part, the economic theories of the
political process in accounting are used and developed. In particular, what incentives for mangers will be
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created in choosing accounting methods if accounting figures (for example, earnings) are employed in the
political process for supporting government regulation (for example, taxing on windfall profits) or in the
management of existing regulations (for example, the pricing of public goods and services)? Some of the
incentives of method selection are created as a result of the political process (Shabahang, 2002).

The usage of earnings figures by politicians and legislators has introduced the hypothesis that the
managers of companies are encouraged to use those accounting methods (for example, accelerated
depreciation method) that reduce reported earnings. Low reported earnings reduce the adverse measures
taken by the government, whereas they increase the chance of establishment of governmental subsidies. If
politicians and legislators do not adjust the earnings figures to choose reducing accounting methods of
earnings, the management will be motivated to choose earnings reducing methods in the current year not
until the nullification of choosing the methods of accounting for third parties incur costs.

Politicians try to reduce inflation through various programs and legislation (for example, wage and price
controls, fuel price controls, restrictions on the imports and fiscal and monetary policies). Some of these
programs employ accounting figures.

For example, the executive order 12092 was issued in 1978. The aim of this order was to reduce inflation
through controlling government contracts pricing. However, companies that had not increased the amount
of their earnings were not subject to this order. This is another example of how the political process
creates incentives for managers to choose accounting methods that reduce earnings. (Arnold 1990)

The Effects of Political Connections: Ball et al. (2006) suggested that financial reporting practices in
Malaysia are heavily influenced by political factors. Chaney et al. (2012) examined the relationship
between political connections and accruals quality. Using the multi-country data analysis, the mentioned
study indicated that accruals quality of politically connected companies is lower than that of the non-
connected ones. Moreover, developing connections with the stronger political centers has a lower
correlation with accruals quality. Finally, they found that only the non-connected companies have a
negative correlation between accruals quality and cost of debt. They believe that the negative
consequences of low quality reporting are very low for the politically connected companies. Carretta
(2012) examined the relationship between audit committee independence and demand for higher quality
audit. The results indicated a positive relationship between audit committee independence and audit fees.
The findings support the hypothesis that audit committees with greater independence demand higher audit
quality. Secondly, this relationship is weaker in politically connected companies. Moreover, the selection
of large audit institutions in companies with political connections has negatively influenced the attitudes of
the audit committee as well as audit quality. Boubakri et al. (2012) investigated the effects of political
connections on the company performance and the financing decisions. They found that the companies
firstly improve their performance by establishing political connections and increase their debts. Secondly,
political connections have a strong correlation with the changes in operating leverage and performance.
Thirdly, politically connected companies have easier access to credit resources. Datta and Gong Li (2012)
examined political connections and the value of companies. The results indicated that the political
connections influence the value of companies and leads to fluctuations in the value of politically connected
companies, more than what the market can explain. They suggested that the efficiency of the politically
connected companies is significantly different from their non-connected counterparts. They concluded that
the existence of such connections in each country leads to the growth of the global corruption index and
crony capitalism, and higher probability of renterism. Boubakri et al. (2012) examined political
connections and the cost of capital. The results show that politically connected companies have lower
capital cost than their non-connected counterparts. Therefore, the investors also expect lower cost of
capital. This indicates that politically connected companies are less risky. The findings indicate that the
benefits of the political connections outweigh the costs of its political connections. Politically connected
companies generally benefit from soft budget constraints and in recessionary times, the government helps
them financially.

According to the political cost hypothesis proposed by Watts and Zimmerman (1978), politicians have the
power to affect upon company resources by using wealth re-distribution policies. Moreover, the main
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factors affecting company wealth are the cash rewards. Changes in cash flows can be affected by taxes,
specific regulations and information about the political costs. Therefore, managers must consider the laws
and regulations that affect them, and control them if it is possible.

According to the research conducted by Watts and Zimmerman (1978) on the relationship between
political costs and company size, larger companies incur greater political costs. Watts and Zimmerman
concluded that tax rates vary over time and across companies and industries.

Having the knowledge about the impact of political decisions and procedures on the company’s cash
flows is of particular importance and is considered to be one of the critical resources of each commercial entity
since in order to influence the political process, political groups incur costs that can include the costs of
campaigns and supporting politicians, part of which are normally incurred by the companies over time.

This study may increase managers’ knowledge and help them recognize the importance of political costs.

Bellis and Gul (2012) examined the relationships between political connections and costs of debt. The
findings indicated that from the viewpoint of the capital market and auditing firms, politically connected
companies are riskier than other companies.

Boubakri et al (2012) suggested that the politically connected companies have lower costs of ordinary
shares in comparison with other companies.

Stock Returns: There are many studies in the literature of financial management and accounting that have
been conducted to identify the effective factors in stock returns. Sharpe (1964), Lintner (1965), and
Mossin (1966) presented the capital asset pricing model based on the Markowitz framework. This model
assumes that investors use the Markowitz logic to set up the portfolio. It also assumes that there is an asset
(risk-free asset) which has a certain return. This assumption is very important since it helps us in
determining the value of the assets through a desirable discount rate that is used in the valuation model. In
other words, if the rate of return on an investment is estimated, it can be compared with its expected rate of
return calculated by CAPM model, and therefore, it is determined whether these assets are underpriced,
overpriced or properly priced.

The early cross-sectional studies on stock returns such as the one done by Nicholson (1960) did not
sufficiently receive attention because of the small samples used to perform empirical tests. Since the
Compustat and CRSP databases appeared, researchers have been able to create samples large enough (and
of sufficient quality) to provide reliable results. Therefore, some years after the development of CAPM
model, there was no reliable way to test the capability of model to predict variables such as price-earnings
and book-to-market ratio.

3. RESEARCH HYPOTHESES
Based on the research, hypotheses are formulated as follows:
Stock returns are directly related to the political connections of the companies.

Stock return premiums of politically connected companies are different among industries.

Stock return premiums of politically connected companies are higher when governmental institutions hold
an equity stake in the company.

4. METHODOLOGY:

This study examines the relationship of political connections and shareholder value added with stock
returns. For this purpose, models and variables are used that are summarized in table 1.
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Table 1. List of variables and the methods used to measure them
Variable Variable name symbol Measuring methods
Dependent Stock returns Rit Stock returns of company
The level of political connections is
calculated by adding the amount
Independent political connections HighConnit paid by the company to the
government as stated, divided by
total assets.

Company size Sizeit Natural logarithm of total assets
Book-to-market ratio B/Mit The ratio of book value to market
value of equity
Shareholder value added is a
measure of a company's
performance and return. The term
is used to describe the difference
between the wealth held by the
shareholders at the end of a given
year and the wealth they held the

Shareholder value . previous year. In this study, the
SVAiIt : .
added following equation was used to
calculate it: (Rahnamay
Roudposhti, Fereydoun;
Nikoumaram, Hashem; and
Shahroudiyani, Shadi (2006))
Market value of total debts -
Market Value of the company =
SVA
Operating return on equity is
Operating return ORit calculated by dividing operating
profit by equity.
Ratio of total liabilities to total
assets

Controlled

Financial leverage Levit

Source: Author
Hypothesis test

To test the research hypotheses, following the regression models of Civilize et al. (2015), the relationship
between political connections and stock returns has been measured.

In order to test the first and second hypotheses, the following multiple regression (model 1) is used:
Model (1)
Rit = o + p1 HighConnit + p2 SVAit + 30ORit +p4 Sizeit + p5 B/Mit + p6 Levit + it

To test the second hypothesis, model (1) was estimated separately in different industries. Then, the mean
paired difference test was carried out.

To test the third hypothesis, we classified the study population into two classes based on equity ownership
and relationship with government (one class consists of the bureaucratic state shareholders in the board
while the other consists of the bureaucratic state shareholders among shareholders), and model (1) was
estimated.

Study population and sample: The study population consists of all the companies listed in the Tehran
Stock Exchange. The scope of research is extended from 2010 to 2015, including 5 years, and the samples
are selected according to the following criteria:
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(1) to be listed in the Tehran Stock Exchange from 2009
(2) does not have more than 3-month trading delay
(3) the company’s fiscal year to end in March.

(4) the selected companies are not of investment companies or financial intermediaries.

Finally, regarding the above conditions, 116 companies were selected as the final sample among the
companies listed in the Tehran Stock Exchange.

Findings: Descriptive statistics of the variables used in the study is provided in table (2):

Table 2. Descriptive statistics of the variables

Variable name Levit Bmit Sizeit Orit SVAIt HighConnit Rit
Number of 580 580 580 580 580 580 580
samples
Average 0579 | 2.604 | 12520 | 0213 0.194 0.285 0310
Middle 0603 | 2422 | 12485 | 0.165 | 0.159 0.240 0.255
Mod 0381 | 1552 | 10501 | 0.00 0.00 0.080 0.42
SD 0121 | 1018 | 1.000 | 0.167 | 0.160 0.190 0.243
Coefficientof | 207 | 0971 | 0196 | 1.0126 | 0176 0.960 0.690
skewness
Slenderness ratio | 1.206 | 1.145 | -0.104 | 0936 | 1.251 0.810 -0.601
Range 0382 | 6320 | 6720 | 0.900 | 0.780 0.962 0.992
Minimum 0380 | 0950 | 10.030 | 0.00 0.00 0.00 0.00
Maximum 0752 | 7471 | 16.742 | 0902 | 0.780 0.962 0.990
0482 | 1825 |11.847 | 1.089 | 0072 0.142 0.11